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1. Hermitian matrix integrals.

Let Hn be the space of all n × n Hermitian matrices. This is an n2-dimensional real
Euclidean space. We denote by dX the usual Lebesgue measure on Hn. The unitary group
U(n) acts on this space by conjugation. We call a function f(X) on Hn invariant if it
satisfies

(1.1) f(X) = f(U ·X · U−1)

for every unitary matrix U ∈ U(n). Since a Hermitian matrix is diagonalizable by a unitary
matrix, (1.1) means that

(1.2) f(X) = f(k0, k1, · · · kn−1)

is a symmetric function in the eigenvalues k0, k1, · · · , kn−1 of X ∈ Hn. The main object
of this article is a matrix integral

(1.3) Zn(t, f) =
∫
Hn

exp

(
trace

m∑
α=1

tαX
α

)
f(X) dX ,

where f(X) is an invariant function on Hn. In this paper, we are interested in the case
when there are n functions φj(k) in one variable such that

(1.4) f(X) = f(k0, k1, · · · kn−1) =

det


φ0(k0) φ1(k0) . . . φn−1(k0)
φ0(k1) φ1(k1) . . . φn−1(k1)

...
...

. . .
...

φ0(kn−1) φ1(kn−1) . . . φn−1(kn−1)


∆
(
k0, k1 · · · , kn−1

) ,
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where

∆
(
k0, k1 · · · , kn−1

)
= det


1 k0 k2

0 . . . kn−1
0

1 k1 k2
1 . . . kn−1

1

1 k2 k2
2 . . . kn−1

2
...

...
...

. . .
...

1 kn−1 k2
n−1 . . . kn−1

n−1


is the Vandermonde determinant. Note that the ratio in (1.4) is symmetric in the k-
variables. It is natural to ask why the integral (1.3) is interesting. The answer we have is
the following:

(1) First of all, let us take f(X) = 1. Then the asymptotic expansion of Zn(t, 1) with
respect to the t-variables, after setting t1 = 0 and t2 = −1/2, gives the generating
function of the order of the automorphism groups of arbitrary ribbon or fat graphs
(Bessis-Itzykson-Zuber [2]).

(2) Under the same setting of (1), let tj = −1/j · (iλ)j−2, j ≥ 3, and take the limit
m → ∞. Then the asymptotic expansion of the logarithm of the integral (1.3)
in λ and n (the size of the matrices) gives the generating function of the Euler
characteristic of the moduli spaces Mg,s of algebraic curves of genus g with s
smooth marked points for arbitrary g ≥ 0 and s ≥ 1 satisfying 2 − 2g − s < 0
(Penner [3]).

(3) If f(X) satisfies (1.4), then the integral Zn(t, f) is a continuum limit of the soliton
solutions of the total hierarchy of the KP equations (the KP system). In particular,
it satisfies the KP system itself (Kontsevich-Mulase-Shiota [9]).

(4) Take f(X) = χs(k0)χs(k1) · · ·χs(kn−1), where χs(k) is the characteristic function
of the interval (−∞, s] ⊂ R. Again we set t1 = 0 and t2 = −1/2. Then (1.3)
gives the distribution of the largest eigenvalue of a random Hermitian matrix X
with respect to the potential t3X3 + · · · tmXm. This is a very special case of
the general theory established by Tracy-Widom [15]. They showed that the s-
dependence of the matrix integral is governed by a nonlinear integrable system.
In particular, their system reduces to the Painlevé IV for the Gaussian case (i.e.,
when t3 = · · · = tm = 0). Since the deformation of the potential from 0 to
t3X

3 + · · · tmXm is controlled by the KP equations by (3), the distribution for an
arbitrary potential can be obtained by solving the KP system with a solution of
the Painlevé equation as its initial value.

Therefore, the matrix integral (1.3) connects combinatorics of graph theory, topology of
the moduli spaces of algebraic curves, and the two different types of nonlinear integrable
systems represented by the KP equations and the Painlevé equations, respectively. A
similar relation is known by Witten [22] and Kontsevich [18] for the intersection theory of
certain cohomology classes of Mg,s via the Kontsevich integral

(1.5) Zn(Λ) =
∫
Hn

exp
(

trace
(
− 1

2
X2Λ +

√
−1
6

X3

))
dX ,

where Λ is a positive-definite real diagonal matrix of size n.
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The purpose of this article is to give an explanation of the above (1)–(3). For the
Tracy-Widom Theory, we refer to [14] and [15].

2. Feynman diagram expansions.

The key point of the connection between topology of the moduli spaces of algebraic
curves and the matrix integrals of (1.3) and (1.5) is the asymptotic expansion of these
integral in terms of the Feynman diagrams. The technique of Feynman diagram expansion
was invented by Feynman for reducing the infinite-dimensional integral (the Feynman path
integral) appeared in quantum electrodynamics to an infinite-series of finite-dimensional
integrals. The infinite-series is a summation over all graphs with certain properties repre-
senting the physical process, such as the collision pattern of elementary particles.

To see why and how the graph expansion appears in the asymptotic series of an integral,
let us compute a toy model. So let (x, y) denote the usual Euclidean inner product of
vectors x and y of Rn. For a function f(x) on Rn, we define

(2.1) 〈f〉 =

∫
Rn exp

(
− 1

2 (x, x)
)
f(x) dx∫

Rn exp
(
− 1

2 (x, x)
)
dx

.

Then we have
〈xixj〉 = δij ,

which picks up the coefficient of xixj in the quadratic form (x, x) used in (2.1). Wick’s
Lemma tells us

〈xj1xj2 · · ·xj2m−1xj2m〉 =
1

2m ·m!

∑
σ∈S2m

〈xjσ(1)xjσ(2)〉 · · · 〈xjσ(2m−1)xjσ(2m)〉 ,

where the summation runs over the symmetric group S2m of 2m letters. We can interpret
the sum with the normalization factor as summing over all different pairings of indices j1,
· · · , j2m. For example,

(2.2) 〈xixjxkx`〉 = δijδk` + δikδj` + δi`δjk

shows the three different parings of indices i, j, k and `. Let us draw a little cross sign
+ with each of the 4 lines labeled by these indices. Using (2.2) we can connect the 4
endpoints of the cross + to make a shape like ∞. All three parings give different indexed
4-valent graphs with only one vertex at the center, but topologically they are the same
graph ∞. (When we say a graph in this article, we do not allow any vertex of valency less
than 3.)

Similarly, the quantity 〈xixjxkx`xpxqxrxs〉 tells how to connect the 8 endpoints of the
two crosses ++ indexed by (i, j, k, `) and (p, q, r, s). Thus we obtain indexed 4-valent graphs
with two vertices. Note that these graphs are not necessarily topologically connected.
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Let’s study the integral (2.1) further for n = 1. By definition, we have 〈x4〉 = 3, which
is the number of indexed 4-valent graphs with one vertex. To obtain the number of un-
indexed graphs, we have to divide 〈x4〉 by 4!, but we then get 1/8. What is this 8? It
turns out that this is the order of the automorphism group of the figure ∞: we can rotate
the figure 180◦ around the center, and flip each circle up and down independently. In this
way we can establish a general formula

(2.3)
〈

exp
(
t

4!
x4

)〉
=

∞∑
m=0

∑
Γ

tm

#Aut(Γ)
,

where the second summation is taken over all 4-valent graphs with m vertices.
It was G. ’tHooft who discovered that replacing the integral (2.1) by a Hermitian matrix

integral forces the graphs to be drawn on oriented surfaces. To see this, let us define

(2.4) 〈f(X)〉 =

∫
Hn

exp
(
− 1

2 trace X2
)
f(X) dX∫

Hn
exp

(
− 1

2 trace X2
)
dX

,

where f(X) is a function on Hn. Let xij be the ij-entry of the matrix X. Since the
quadratic form we use in (2.4) is

trace X2 =
∑
i,j

xijxji ,

we have
〈xijxk`〉 = δi`δjk .

Therefore, 〈
1
4
trace X4

〉
=

〈
1
4

∑
i,j,k,`

xijxjkxk`x`i

〉

=
1
4

∑
i,j,k,`

(
〈xijxjk〉〈xk`x`i〉+ 〈xijxk`〉〈xjkx`i〉+ 〈xijx`i〉〈xjkxk`〉

)
=

1
4

∑
i,j,k,`

(
δikδjjδkiδ`` + δi`δkjδjiδ`k + δiiδj`δ`jδkk

)
=

1
4
(2n3 + n) .

To illustrate the combinatorics of the graph counting, Penner introduces the word fat graph
for matrix integrals. We consider a fat, oriented cross sign +, with each of the 4 lines
labeled by a double index, say ij, jk, k` and `i. The orientation can be indicated by
assigning a directional arrow to each index. So we choose outward arrow for the first index
and inward arrow for the second index. Then the first term of the third line of the above
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computation says that we have to connect i-out to k-in, j-out to j-in, k-out to i-in, and
`-out to `-in. The result is of course a fat, oriented ∞. Note that it has three indexed
circuits: the i = k-circuit, the j-circuit and the `-circuit. If we attach an oriented disk to
each circuit, then we obtain an oriented sphere. In other words, our graph ∞ is drawn on
a sphere.

Similarly, the second term of the third line of the above computation says that we have
to connect i-out to `-in, k-out to j-in, j-out to i-in and `-out to k-in. Then the resulting
fat graph has only one circuit labeled by i = j = k = `. If we attach an oriented disk to
this circuit, then we obtain an oriented torus. Therefore, our graph ∞ is drawn on a torus.

Conversely, if we have a graph drawn on an oriented surface, then we can determine
a unique fattening of the graph. Combinatorially, a fat graph is a graph with a cyclic
ordering of edges at each vertex. Kontsevich called this object a ribbon graph.

Now we can see 〈
exp

(
t

4
trace X4

)〉
=
∑
m≥0

∑
Γ

ns(Γ)

#Aut(Γ)
· tm ,

where the second sum runs over all ribbon graphs with m vertices, and s(Γ) is the number
of indexed circuits of a ribbon graph Γ. We are almost done to explain Statement (1) of
Section 1:

(2.6)

〈
exp

∑
j≥3

tj · trace Xj

〉 =
∞∑

m=0

∑
m3+m4+···=m

∑
Γ

ns(Γ)

#Aut(Γ)
·
∏
j≥3

(jtj)mj .

This time the graph summation is taken over all ribbon graphs with m vertices, where mj

of them are j-valent. Except for the normalization factor, which depends on the matrix
size n, (2.6) is the same as (1.3) with t1 = 0, t2 = − 1

2 , and f(X) = 1.

3. The Penner model.

A compact Riemann surface of genus g > 1 has three different appearances: (i) as
a nonsingular algebraic curve, (ii) as a complex manifold of dimension 1, and (iii) as
a hyperbolic surface with constant negative curvature. According to each of the three
different points of view, there are several different ways of presenting the moduli space
Mg of these structures [16]. In this paper, we use the point of view of complex geometry,
and define Mg,s as the moduli space of nonsingular complex manifolds of dimension 1 and
genus g (a complex curve) with s marked points. To find the connection between these
moduli spaces and the ribbon graphs discussed in the previous section, we need a classical
theory of quadratic differentials.

We are interested in a special quadratic differential on a complex curve C with a pole
of order 2 at each marked point. A holomorphic quadratic differential is a holomorphic
section of the line bundle K⊗2, where K = T ∗C is the cotangent bundle (= the canonical
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bundle) of C. Let us denote by (x1, x2, · · · , xs) the (ordered) set of s marked points of C.
The quadratic differential we are interested in is an element of

(3.1) H0

C,K⊗2 ⊗
s⊗

j=1

O(2xj)

 .

We want to choose a unique element of this cohomology group, but of course it has di-
mension 3g − 3 + 2s. So we need a very strong condition to reduce the dimension to
0.

With respect to a local coordinate z of C, a quadratic differential q is represented locally
by q = h(z)dz⊗2, where h(z) is a holomorphic function. A parameterized real curve

γ : I −→ C

on C defined on an interval I ⊂ R is called a horizontal trajectory of a quadratic differential
q if

(3.2) h(γ(t))
(
dγ(t)
dt

)2

> 0

for all t ∈ I. The local expression of q changes, under a coordinate transformation z = z(w),
following the rule

(3.3) q = h(z)dz⊗2 = h(z(w))
(
dz

dw

)2

dw⊗2 .

Take a point z0 such that q(z0) 6= 0, and define a local coordinate around z0 by

(3.4) w = w(z) =
∫ z

z0

√
h(z) dz .

Since h(z) 6= 0 near z0, w is a holomorphic local coordinate around z0, which is called
the canonical coordinate. Because of (3.3), the local expression of a quadratic differential
becomes

q = dw⊗2

in the canonical coordinate (3.4). The horizontal trajectories in this coordinate are simply
the horizontal lines γ(t) = t + ic for c ∈ R. For a generic element of the cohomology
(3.1), horizontal trajectories behave wildly on C. So we impose the following conditions
on q = h(z)dz⊗2:

(1) A generic horizontal trajectory of q is a closed real curve on C,
(2) nonclosed horizontal trajectories sweep out a measure zero subset of C, and
(3) for a small simple loop αj around the marked point xj with the compatible orien-

tation, we have
1

2πi

∫
αj

√
h(z) dz = aj > 0 ,

where aj is a prescribed positive number.
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To see the implication of the condition (3), let us study an example. Consider

q = −a
2

z2
dz⊗2

around the origin with a > 0. Then a family

z = γ(t) = reit, r > 0

of concentric circles gives horizontal trajectories, because we have

h(γ(t))
(
dγ(t)
dt

)2

= −a
2

r2
e−2it(ireit)2 = a2 > 0 .

Note that the number aj is determined by the quadratic differential itself and does not
depend on the choice of a loop αj . This is called the perimeter of the punctured disk
around the point xj .

Let us study one more example to see the effect of a zero of a quadratic differential.
Consider, this time, a quadratic differential with a zero of order m at the origin:

q = zm dz⊗2 .

Then the m+ 2 radial rays

γ(t) = exp
(

2πi
m+ 2

)
· t , t > 0,

are the only horizontal trajectories coming out of the zero of q. Now we have

Strebel’s Theorem [30]. Let C be a nonsingular complex curve of genus g with s marked
points x1, · · · , xs, such that 2− 2g− s < 0 and s > 0. Choose a set of s arbitrary positive
numbers a1, · · · , as. Then there exists a unique element q of the cohomology (3.1) satisfying
the three conditions listed above.

The amazing consequence of the theorem is that the union of the horizontal trajectories
of q passing through its zeros (the critical trajectory) is a connected ribbon graph Γ on C.
The vertices of this graph are the zeros of q and the edges are the horizontal trajectories
connecting the zeros. The graph has a vertex of m + 2 ≥ 3 valency at each zero of order
m ≥ 1. Because of the positivity condition (3.2), we can define the length of an edge by∫ √

h(γ(t)) γ′(t) dt ,

where we choose an orientation of the edge so that its length is positive. Thus we obtain
a unique metrized ribbon graph Γ out of the data C, (x1, · · · , xs) and (a1, · · · , as). Since
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the complement of the critical trajectory of C is a disjoint union of s open disks with
perimeter aj , the number of closed circuits of Γ is s.

Let Γ be a connected ribbon graph. We denote by v(Γ) the number of vertices of the
underlying graph and e(Γ) the number of edges of the underlying graph. As before, s(Γ)
is the number of closed circuits. As we have seen in the previous section, we can attach
s oriented disks to Γ to make it into a compact oriented surface. We can determine the
genus g of the surface by

v(Γ)− e(Γ) + s(Γ) = 2− 2g .

The condition 2−2g−s < 0 we need in Strebel’s Theorem is equivalent to say v(Γ) < e(Γ),
which is necessary to have a graph with no vertices of valency less than 3.

Let us denote by RGmet
g,s the space of all metrized connected ribbon graphs with s closed

circuits which are drawn on an oriented surface of genus g. The Strebel theory gives us a
canonical map

(3.5) Rs
+ ×Mg,s −→ RGmet

g,s .

It is known that (3.5) gives an isomorphism of orbifolds (Penner [20], Kontsevich [18]).
Since our matrix integral (2.6) counts all ribbon graphs that are not necessarily con-

nected, we need to find a generating function for connected graphs. So let cm be the
number of connected graphs with m vertices, and am the number of arbitrary graphs with
m vertices. If a graph with m vertices consists of mj connected graphs with j vertices for
each j = 1, 2, 3, · · · , then we have

(3.6) am =
∑

m1+2m2+3m3+···=m

cm1
1 · cm2

2 · cm3
3 · · · ·

m1! ·m2! ·m3! · · · ·
.

Therefore, if we define

Z(t) =
∞∑

m=0

am · tm

F (t) =
∞∑

m=1

cm · tm ,

then they satisfy
F (t) = logZ(t) .

Applying this consideration to our situation, we obtain

log

〈
exp

∑
j≥3

tj · trace Xj

〉 =
∑
v≥1

∑
v3+v4+···=v

∑
Γ

ns(Γ)

#Aut(Γ)
·
∏
j≥3

(jtj)vj ,
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where the third summation runs over all connected ribbon graphs with v vertices out of
which vj of them are j-valent. At this stage, Penner substitutes

tj = −1
j

(iλ)j−2, j = 3, 4, 5, · · · .

Then we have
(3.7)

log

〈
exp

∑
j≥3

tj · trace Xj

〉 =
∑
v≥1

∑
v3+v4+···=v

∑
Γ

ns(Γ)

#Aut(Γ)
·
∏
j≥3

(−1)vj (iλ)vj ·(j−2)

=
∑
Γ

ns(Γ)

#Aut(Γ)
· (−1)v(Γ)(iλ)2e(Γ)−2v(Γ)

=
∑
Γ

ns(Γ)

#Aut(Γ)
· (−1)v(Γ)−χ(Γ)λ−2χ(Γ)

=
∑
Γ

(−1)e(Γ)

#Aut(Γ)
· λ−2χ(Γ)ns(Γ) ,

where we used a formula 3v3 +4v4 +5v5 + · · · = 2e(Γ), and χ(Γ) = v(Γ)−e(Γ) is the Euler
characteristic of the topological underlying graph of a ribbon graph Γ. Of course in the
last three lines of the above formula, the summation is taken over all nonempty, connected
ribbon graphs Γ.

To associate (3.7) with topology of the moduli spaces Mg,s, we use the stratification of
the space RGmet

g,s . Since the metric of a ribbon graph lives on its edges, each stratum of
RGmet

g,s containing Γ has dimension e(Γ). Actually, the stratum is equal to

(3.8) Re(Γ)
+

/
Aut(Γ) .

Thurston [21] introduced the notion of Euler characteristic of an orbifold like (3.8). It is
defined by

χ
(
Re(Γ)

+

/
Aut(Γ)

)
=

(−1)e(Γ)

#Aut(Γ)
.

Since

RGmet
g,s =

∐
Γ; s(Γ)=s,χ(Γ)=2−2g−s

Re(Γ)
+

#Aut(Γ)
,

we compute

χ
(
RGmet

g,s

)
=

∑
Γ; s(Γ)=s,χ(Γ)=2−2g−s

(−1)e(Γ)

#Aut(Γ)
.
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We have to note that Thurston’s Euler characteristic is not a topological invariant. It is an
invariant of the orbifold structure, which is an algebraic notion. Since χ(Γ) = 2−2g−s(Γ),
we conclude that

log

〈
exp

∑
j≥3

(
−1
j

(iλ)j−2

)
· trace Xj

〉 =
∑

g≥0,s≥1;2−2g−s<0

χ
(
RGmet

g,s

)
·λ−4+4g+2s·ns .

Using the Strebel theory and the fact that

χ
(
Rs

+

)
= (−1)s ,

we obtain the generating function of the Euler characteristic of the moduli spaces Mg,s:

(3.9) log

∫ exp
(
− 1

2 trace X2
)
· exp

(∑
j≥3

(
− 1

j (iλ)j−2
)
· trace Xj

)
dX∫

exp
(
− 1

2 trace X2
)
dX


=

∑
g≥0,s≥1;2−2g−s<0

(−1)sχ (Mg,s) · λ−4+4g+2s · ns .

4. τ-functions of the KP system.

When we hear that the matrix integral Zn(t, f) of (1.3) with an f(X) of the form in
(1.4) is a solution to the KP equations (i.e., a τ -function), we might wonder why it should
be so. The explanation we are giving in this section says that it is because the matrix
integral of (1.3) is a continuum limit of the soliton solutions of the KP equations.

Among the several definitions of τ -functions, we use the one given by the bosonization
in this paper. This definition makes it clear that the KP equations that characterize the
τ -functions are equivalent to the classical Plücker relations. Let

V = C((z))

denote the field of formal Laurent series in z with finite order poles at z = 0. We use

V (n) = z−n · C[[z]], n ∈ Z

as a basis for open subsets of V around 0 to introduce the Krull topology in V . For every
vector subspace W ⊂ V , let γW denote the composition of natural linear maps

γW : W −→ V −→ V/V (−1) ∼= C[z−1] .

The Grassmannian Gr is defined to be the space of all closed vector subspaces W ⊂ V
such that the map γW is Fredholm of index 0. An ordered set (v0, v1, v2, · · · ) of vectors in
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V is said to be admissible if there are positive integers α and M > α depending on the
ordered set such that

vn = z−n +
∞∑

j=0

c−α+j,−nz
−α+j

for all n ≥ M . For every admissible ordered set (v0, v1, v2, · · · ), we can define a semi-
infinite wedge product

v0 ∧ v1 ∧ v2 ∧ · · · .

The linear span of all admissible semi-infinite wedge products is denoted by
∧∞

2 (V ).
Let W ∈ Gr be a point of the Grassmannian, which we identify with the vector subspace

of V it represents. By the definition of the Grassmannian, W has an admissible basis. If
we denote by GL(W ) the set of all base-change matrices of admissible bases of W , then
we have

GL(W ) ∼= GL
(
C[z−1]

)
= lim
−→

GLn .

In particular, the determinant of an element of GL(W ) is a well-defined finite number.
Now, take an admissible basis (w0, w1, w2, · · · ) for W ∈ Gr. Then

w0 ∧ w1 ∧ w2 ∧ · · · ∈
∧∞

2 (V )

defines a unique line depending only on the point W . Therefore, we can define an embed-
ding, known as the Plücker embedding , of the Grassmannian into an infinite-dimensional
projective space:

Gr −→ P
(∧∞

2 (V )
)
.

To define the bosonization, let en = z−n, n ∈ Z, be a formal basis for V , and V ∗ its
formal dual with the dual formal basis e∗n defined by

〈e∗m, en〉 = δmn .

We can define the interior product

i(e∗n) :
∧∞

2 (V ) −→
∧∞

2 −1
(V )

as usual. If we apply the interior product consecutively for all e∗n, n ≥ 0, then we obtain
a linear map

· · · · i(e∗2) · i(e∗1) · i(e∗0) :
∧∞

2 (V ) −→ C .

Physicists use a more elegant notation:

· · · · i(e∗2) · i(e∗1) · i(e∗0)(v0 ∧ v1 ∧ v2 ∧ · · · ) = 〈vac|v0v1v2 · · · 〉 .
11



To introduce the time evolution of the KP equations, we need a ring C[[t1, t2, t3, · · · ]] of
formal power series in infinitely many variables. This is a complete topological ring with
respect to the topology which is defined by taking the ideals generated by homogeneous
polynomials of degree n as the basis for open neighborhoods of 0. Here, we define

deg tm = m .

In the same way we can define a ring

C((z))[[t1, t2, t3, · · · ]]

by assigning degree 0 to all the nonzero elements of C((z)). Then the time evolution
operator

H = exp

( ∞∑
m=1

tm · z−m

)
=

∞∑
n=0

z−n · pn(t) ∈ C((z))[[t1, t2, t3, · · · ]]

becomes a well-defined element, where

(4.1) pn(t) =
∑

n1+2n2+3n3+···=n

tn1
1 · tn2

2 · tn3
3 · · · ·

n1! · n2! · n3! · · · ·

is a homogeneous polynomial of degree n. Note that we have encountered the same formula
in (3.6). Let v0∧v1∧v2∧ · · · be an element of

∧∞
2 (V ). Then the interior product of i(e∗n)

can be extended linearly to the formal expression

H · (v0 ∧ v1 ∧ v2 ∧ · · · ) = Hv0 ∧Hv1 ∧Hv2 ∧ · · · .

It is known by Sato [27] and Date et al. [23] that assigning a quantity

· · · · i(e∗2) · i(e∗1) · i(e∗0)
(
H · (v0 ∧ v1 ∧ v2 ∧ · · · )

)
= 〈vac|H|v0v1v2 · · · 〉

to v0 ∧ v1 ∧ v2 ∧ · · · defines a linear isomorphism

β :
∧∞

2 (V ) ∼−→ C[[t1, t2, t3, · · · ]] .

This map is called the bosonization. We use the same notation for the projective version
of the bosonization:

β : P
(∧∞

2 (V )
)

∼−→ P (C[[t1, t2, t3, · · · ]]) .

12



Definition. [27], [23]. The image β(Gr) of the Grassmannian Gr under the projective
bosonization β is called the space of τ -functions of the KP equations.

The tm-derivative of the time evolution operator H is equal to the m-th derivative in
t1. Using this fact, we can translate the Plücker relations of the Grassmannian to a set of
quadratic nonlinear partial differential equations of the KP τ -functions. It is known that
this set of equations coincides with the Hirota bilinear equations for the KP system (Sato
[27]).

Let us give an exact formula for the τ -function β(W ) when W ∈ Gr is spanned by
w0, · · · , wn−1 ∈ C((z)) and em = z−m for all m ≥ n. Without loss of generality, we can
assume that wj ’s have the expansion of the form

wj =
∞∑

i=0

ξij · z−n−1+i .

Then the τ -function τ(t,W ) = β(W ) corresponding to W is given by an n×n determinant

(4.2) det

( ∞∑
r=0

pr−i(t) ξrj

)
ij

,

where we set pm(t) = 0 for m < 0.
Now we can prove that the matrix integral Zn(t, f) of (1.3) with (1.4) is a τ -function.

In the proof, we need a trivial lemma:

Lemma. Let φ0(k), · · · , φn−1(k) and ψ0(k), · · · , ψn−1(k) be 2n arbitrary functions in k.
Then

det [φi(k`)] · det [ψj(k`)] =
∑

σ∈Sn

det
[
φi(kσ(j)) · ψj(kσ(j))

]
,

where σ runs over all permutations of Sn.

To prove the lemma, we calculate the left-hand side by the usual product formula of the
determinant. Then it becomes a summation of nn terms. Because of the multilinearity of
the determinants, only n! of these terms are nonzero. Rearranging the n! terms, we obtain
the above formula. In what follows, we use this formula for ψj(k) = kj . Since our f(X) is
a symmetric function, we can use the classical formula (see Mehta [13])

∫
Hn

exp

(
trace

m∑
α=1

tαX
α

)
f(X) dX

= c(n)
∫

Rn

exp

(
n−1∑
i=0

m∑
α=1

tα k
α
i

)
∆(k0, · · · , kn−1)2f(k0, · · · , kn−1) dk0 · · · dkn−1 ,
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where c(n) is a constant depending on n, which is the volume of the generic orbit of the
U(n)-action on Hn. For

f(X) = f(k0, · · · , kn−1) =
det (φj(ki))

∆(k0, · · · , kn−1)
,

we have
(4.3)

Zn(t, f) =
∫
Hn

exp

(
trace

m∑
α=1

tαX
α

)
f(X) · dX

= c(n)
∫

Rn

exp

(
n−1∑
i=0

m∑
α=1

tα k
α
i

)
∆(k0, · · · , kn−1) det (φj(ki))ij dk0 · · · dkn−1

= c(n)
∫

Rn

exp

(
n−1∑
i=0

m∑
α=1

tα k
α
i

) ∑
σ∈Sn

det
(
φj(kσ(i))ki

σ(i)

)
ij
dk0 · · · dkn−1

= c(n)
∫

Rn

exp

(
n−1∑
i=0

m∑
α=1

tα k
α
σ(i)

) ∑
σ∈Sn

det
(
φj(kσ(i))ki

σ(i)

)
ij
dk0 · · · dkn−1

= c(n)
∑

σ∈Sn

det

(∫
Rn

exp

(
m∑

α=1

tα k
α
σ(i)

)
φj(kσ(i))ki

σ(i)

)
ij

dk0 · · · dkn−1

= n! · c(n) det

(∫ ∞

−∞
exp

(
m∑

α=1

tα k
α
i

)
φj(ki) ki

i dki

)
ij

= n! · c(n) det

(∫ ∞

−∞
exp

(
m∑

α=1

tα k
α

)
φj(k) ki dk

)
ij

.

The above computation makes sense as a complex analytic function in t1, · · · , tm defined
on a complex domain whenever the integrals converge. Now we use the formula

exp

(
m∑

α=1

tα k
α

)
=

∞∑
r=0

pr(t) kr ,

where pr(t) is the same as (4.1) but depending only on the first m variables t1, · · · , tm.
14



Then we have

Zn(t, f) = n! · c(n) det

(∫ ∞

−∞

∞∑
r=0

pr(t) kr φj(k) ki dk

)
ij

= n! · c(n) det

(∫ ∞

−∞

∞∑
r=0

pr−i(t) kr φj(k) dk

)
ij

= n! · c(n) det

( ∞∑
r=0

pr−i(t)
∫ ∞

−∞
kr φj(k) dk

)
ij

= det

( ∞∑
r=0

pr−i(t)ξrj

)
ij

,

where we have defined

ξrj = n! · c(n)
∫ ∞

−∞
kr φj(k) dk .

This determinant is exactly the same as (4.2), and hence we can conclude that Zn(t, f)
satisfies the KP equations with respect to the variables t1, · · · , tm. Amazing fact is that
the formula we have just established is a continuum version of the famous Hirota soliton
solution of the KP equations (Sato [27]). Hirota’s solution depends on nN+N parameters
cij and λi, where 0 ≤ i ≤ N − 1 and 0 ≤ j ≤ n− 1. Let

η(t, k) =
∞∑

α=1

tα k
α .

Then Hirota’s soliton solution is given by

∑
0≤i0<···<in−1≤N−1

exp

n−1∑
j=0

η(t, λij
)

∆(λi0 , · · · , λin−1) det

 ci00 . . . ci0n−1

...
...

cin−10 . . . cin−1n−1

 .

This coincides with our Zn(t, f) in (4.3) if we take

φj(k) =
N−1∑
i=0

cij δ(k − λi) .

Therefore, our matrix integral Zn(t, f) is indeed a continuum soliton solution of the KP
equations.
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5. Comments.

5.1. It is pointed out in Kontsevich [18] that the formula (1.4) for our invariant function
f(X) itself gives a τ -function of the KP system in the time variables defined by

t′j =
1
j
· trace X−j

when we take the limit n → ∞. Kontsevich showed that if one introduces a large square
matrix Y satisfying that

tα =
1
α
· trace Y −α ,

then Zn(t, f), as a function of Y , is given by

(5.1) Zn(Y, f) =
∫

det
(
I −X ⊗ Y −1

)−1
f(X) dX .

5.2. The above formula (5.1) suggests that the Hermitian matrix integral should be con-
sidered as a multi-dimensional contour integral in the n2-dimensional complex Euclidean
space. As long as the integral converges, there is no need to restrict ourselves to the Her-
mitian matrices. In particular, (3.9) makes sense only after we interpret the integral in
terms of a suitable residue calculus. It will be, therefore, an interesting project to study
these matrix integrals from the point of view of algebraic analysis.

5.3. From the Tracy-Widom Theory [15] one has an expression of Zn(t, f) as a Fredholm
determinant det(1−K) with a kernel function K given by

(5.2) K(k0, k1) =
φ0(k0)φ1(k1)− φ0(k1)φ1(k0)

k1 − k0

if f(X) is defined by a characteristic function of a subset of R. One notices that the form of
(5.2) is exactly the same as (1.4) for n = 2. I do not know any meaning of this coincidence.
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