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LOCAL WELL-POSEDNESS AND GLOBAL STABILITY OF THE
TWO-PHASE STEFAN PROBLEM*
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Abstract. The two-phase Stefan problem describes the temperature distribution in a homoge-
neous medium undergoing a phase transition such as ice melting to water. This is accomplished by
solving the heat equation on a time-dependent domain, composed of two regions separated by an
a priori unknown moving boundary which is transported by the difference (or jump) of the normal
derivatives of the temperature in each phase. We establish local-in-time well-posedness and a global-
in-time stability result for arbitrary sufficiently smooth domains and small initial temperatures. To
this end, we develop a higher-order energy with natural weights adapted to the problem and com-
bine it with Hopf-type inequalities. This extends the previous work by Hadzi¢ and Shkoller [Comm.
Pure Appl. Math., 68 (2015), pp. 689-757; Philos. Trans. A, 373 (2015), 20140284] on the one-phase
Stefan problem to the setting of two-phase problems, and simplifies the proof significantly.
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1. Introduction to the problem.

1.1. Problem formulation and the reference domain. We consider the lo-
cal and global well-posedness and interface regularity of solutions to the classical
two-phase Stefan problem, describing the evolving interface, separating a freezing liq-
uid and a melting solid. The temperature of the liquid-solid phase p* (¢, z) and the a
priori unknown moving interface T'(t) must satisfy the following system of equations:

(1.1a) pf—ApT =0 in QF(t),
(1.1b) [0np)" = =Vrwy on T(1),
(1.1c) pt=p =0 on T'(t),
(1.1d) p*(0,)) =py , T(0) =Ty,

where for each time ¢ € [0, 7], Q7 (t) and Q~ (¢) denote two evolving open and bounded
domains as shown in Figure 1, and T'(t) denotes the moving interface separating Q% (¢)
and Q7 (1), so that I'(¢) = Q= (¢) N Q+(¢).

DEFINITION 1.1 (the domains  and Q% (t)). For d > 2, we denote by Q C R,
a fized, open, and bounded set such that

Q=0"()UQt(®),
as shown in Figure 1. We assume that the fixed boundary 092 is C°.
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Fic. 1. The two-phase Stefan problem. Displayed on the left side of the figure are the reference
domains QF and reference interface . The time-dependent domains QF (t) and the moving interface
T'(t) are shown on the right side of the figure. The domain Q7 (t) denotes the solid phase, while the
domain Q1 (t) denotes the liquid phase.

Equation (1.1a) models temperature diffusion in the bulk Q% (¢), while the inter-
face jump condition (1.1b) states that the jump in temperature gradients evolves the
interface; that is, [0,p]T := 0,pt — 0,p~ = V(pT — p~) - n on T'(t), where n(-,t)
denotes the outward unit normal on I'(t) (pointing into Q2 (t)), and Vi) denotes the
speed or normal velocity of the interface I'(¢). Note that the freezing of the liquid
and the melting of the solid occur at a constant temperature p = 0 as seen from the
Dirichlet boundary condition (1.1c). Initial conditions are prescribed in (1.1d): the
initial interface I'y and the initial temperature functions p; and p(T are specified.

Herein, we shall, for simplicity, consider the two-dimensional Stefan problem d =
2, although all of our methods easily extend in a straightforward manner to the case
that d > 3.! No convexity assumptions are made on the initial interface I'y, but we
shall assume that I'y is diffeomorphic to the unit circle S*.

Remark 1.2. Surface tension effects can be included as well by replacing (1.1c)
with

(1.2) p* =7Hrw on T(t),

where v > 0 is the surface tension parameter and Hp(y) is the mean curvature of I'(¢).
Herein, we shall study the case that v = 0. We shall also consider the two-dimensional
problem d = 2, although all of our results extend in a straightforward manner to the
case that d > 3.

1.2. Specifying a smooth reference interface I' and reference domains
Q*. In order to describe our initial interface Ty, we employ an HS-class parametriza-
tion 2 : St — Ty, where S! is identified with the period [0, 27]. To construct a smooth
reference interface, we consider a C'*° nearby interface I', which is constructed by
smoothing zy(#), # € S!, using a standard mollification approach. For o > 0 taken

L As we shall explain, our method relies on having bounds for D?q in Lffx which follow from the

Sobolev embedding theorem and the fact that we shall require ¢ € L{°HS for s > d/2 + 2. In the
case that d = 2, we require s > 3. Solutions to the heat equation are naturally studied in the L?
framework in integer Sobolev spaces, so for dimension d, we shall require ¢ € L§° H, k where k is the
smallest integer greater than d/2 + 2. As such, our framework will work in any space dimension,
merely by making such a modification in the definition of the Sobolev norms used for the analysis.
Furthermore, our methodology for smoothing the initial data is independent of the dimension d, and
our energy method is based on the use of tangential derivatives to the fixed reference boundary, and
hence it also does not require any modification for higher dimension, other than the use of d — 1
partial derivatives in the tangential derivative operator.
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sufficiently small, we define the convolution operator A, as follows:
(1.3) Ayzo(6) = / po (0 — 9)20(9) 0
R

where p,(0) = 07 1p(6/0), and p is the standard mollifier on R, given by

1
_ ) Cer=l? | |z| <1
) = ) = 4,
pl) { 0, |z] > 1.

DEFINITION 1.3 (C* reference interface and domains). For o > 0 taken suffi-
ciently small and fized, we set

28 (0) = Ayzo(0),
and we define the nearby C*° curve
I'i=2, (Sl) .

The curve I' is the reference interface, and define the reference domain 2~ to be the
open set enclosed by T', and we set Q~ = Q — QF.

The initial interface I'g is in the normal bundle of I'; hence there exists a signed
height function hg € H%(T',) such that

20(0) = 25 (0) + ho(25(0))No (25 (0)), 25 (0) € T,

where N, (2§ (6)) is the unit normal vector to ' (pointing into Q1) at the point 2§ ().
It follows that the initial height function hy has amplitude of order ¢, and that hg — 0
as o — 0.

As time evolves, if the interface I'(¢) stays in the normal bundle of T, then for
each time ¢, we can define the corresponding signed height function h(t, z,) as follows:

(1.4) I(t):=={y |y =25 + h(t,20)No(2), 25 € o}

with the initial condition
h(0,z5) = ho(zs)-

We note, that while it is not essential, it is convenient to use the C*° curve T,
as the reference interface. This allows us to use the normal bundle of I, with a C*°
unit normal vector field. If we had instead worked with the initial interface I'g as the
reference interface, we would have been forced to use a different (from the normal)
transverse vector field to define the height function due to the limited regularity of
T’y and the fact that the regularity of the normal would have a one derivative loss.

For notational clarity, we shall henceforth drop the explicit dependence on ¢ in
our parametrization, and write zo(6) for 2§ (6).

1.3. Notation. We denote the identity map x — x by e and the identity (2 x 2)-
matrix (0;;)i ;=12 by Id. A constant C is a generic constant and may change from line
to line, and we write X <Y to denote X < CY. Similarly, we use the notation P(-)
to denote a generic polynomial of the form P(z) = Cz? with p > 1, and the constants
C and p may also change from line to line.

We use V = (9,,,0,,) to denote the gradient operator. For ¢ = 1,2, we shall ab-
breviate partial differentiation of a function f as f,, = 8‘%, and for time-differentiation
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we let F} := 0;F'. We shall use the Einstein summation convention, where repeated
indices are summed from 1 to 2. Furthermore, given a function F(t, z), we shall often
write F'(t) instead of F(t,-) and F(0) instead of F'(0,x).

To deal with lower-order terms in energy estimates, we shall use the abbreviation
l.o.t. for spacetime integrals in which the integrand has sufficiently few derivatives so
as to be bounded by a simple application of Holder’s inequality; this is made precise
in (3.51).

It will be useful for some estimates to set the following notation for functions
evaluated at time t = 0:

UE = F(0), "WweE = "wE(0),
Ag* = AF(0) = [VUF] T Me* = mE(0) = [vreg] T,
and we can define as well the respective differential operators
A\pg:f = Aoi; (Aofka) ¥ )
Ango= f = %oi; (%oijf,k> i s
(quoif)j = Aoi;fn' )
(Ve f) 1= Ao™ ) foi,

which are the generalizations of the Laplacian and the gradient, respectively, for a
scalar function f over the regions QF. For a vector field F', we define the matrices

[V Flj = A= P,
. k.
[Vagot Flb o= o™ F' ..

1.4. Sobolev norms. For any s > 0 and given functions F'* : QFf — R, ¢ :
I' = R, we denote the norms in the standard Sobolev spaces H*(Q%), H*(T') as

IF=], = P oy 19ls = Dl oy,

where ||[FE|, is either ||F*||gs(q+) or ||[F~||gs-) depending on which domain we
are considering.
IfF:[0,T]xQ =R, ¢:[0,7] xT" — R are given time-dependent functions, then

: 1/2
( / ||f<s>||zs<mds) ,

| Fllzse s := sup || F(s)|lm (),
0<s<t

t 1/2
( / |so<s>|%{s<p>ds) ,

sup  [(s)|m=(r)-
0<s<t

||F||L$Hs :

|<P|L$Hs :

|<P|L;>°Hs :

For given weight functions W+ : QF — R such that W* > 0, we define the
weighted L? norm as

(1.5) ||Fi||i2’wi ::/ |Fi(s,x)|2Widx.
O+
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1.5. Tangential derivatives. For a given 0 < v <1, we define a smooth cutoff
function p : 2 — R satisfying

(1.6) u(z) =1 if dist(z,TUON) < v and p(z) =0 if dist(z, T UIQ) > 2.

This will allow us to localize the analysis to a neighborhood of the interface, wherein
we define the tangential derivative as 0f = Vf -7, where 7 is the smooth extension
of the tangent vector to I' into that neighborhood. In the case of functions defined

solely on I', we define the tangential derivative naturally as dg = ||21’H d%g(zo(ﬂ)),
0

where zo(0) is the parametrization of I described in section 1.2.

1.6. Steady states. Let I' be any given closed C'-curve separating € into two
connected components Q7 and Q~. Then the triple (u*,u~,T) = (0,0, ) constitutes
a steady state solution to (1.1). The space of steady states is therefore infinite dimen-
sional and NOT parametrized by finitely many parameters. The main goal of this
article is to understand the nonlinear stability of these steady states.

1.7. Pulling-back to the reference domains Q=E. To develop a well-posedness
theory for (1.1), we pull-back the equations to the reference domains QF. It is con-
venient to construct harmonic diffeomorphisms. Hence, for each ¢ € [0, 7], we define
the diffeomorphisms ¥ (-, ¢) : QF — Q*(t) as the solution of

(1.7a) AVE =0 in QF,
(1.7b) UE(t,x) = 2+ h(t,z)N(z) onT,
(1.7¢) Ut =e on 09,

where e is the identity map on 9. Elliptic estimates show that for k& > 1,
(1.8) 0= —e|, 5 < C(hls) .

When |hlg < € < 1, the inverse function theorem, together with the Sobolev embed-
ding theorem, show that U* (-, ¢) : QF — Q*(¢) are H5-class diffeomorphisms. Of
course, we could have used any Sobolev space H*, in place of H5°, but our analysis
will make use of the latter.

We next introduce our physical variables set on the fixed reference domains QF.
We set

(1.9a) ¢ = pr(t,) o U,
(1.9b) vE = VpE(L, ) o U,
(1.9¢) A* = (VUH) T
(1.9d) wt = U

In the parlance of fluid dynamics, the mappings ¥* are often called arbitrary La-
grangian Eulerian (ALE) coordinates. The Laplace operator in ALE coordinates is
given by

Ags = AT10; (Ahoy,) .
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Therefore, on the fixed reference domains Q%, the Stefan problem (1.1) has the
following form:

(1.10a) & — Agrqt = —vt - wT in QF,

(1.10b) vE 4+ ATV =0 in QF,

(1.10c) ¢ (t,z) =0 onT,

(1.10d) hy=[v-a]" onT,

(1.10e) vt NT =0 on 092,

(1.10f) (0, 2) = ¢ (z) on {t =0} x Q*,
(1.10g) h=hg on {t =0} xT.

The motion of the interace I'(t) is given by (1.10d), which is an equivalent form of
(1.1b), since the speed Vr(t) of I'(¢) is equal to ¥;-n = hy N -n, where n is the outward
normal vector to 27 (¢) to be defined below, and 7 := —". Observe that the matrices
A* depend on ¥, and the ¥+ are extensions of e + hN obtained from (1.7).
Notice that using the description of the reference interface I' as a curve z(6),
the moving interface I'(t) is described as y(0) = z(0) + h(¢, 2(8))N(2(9)), and so the

normal vector n is given by

Ohr + (1 + HO)h(t, 2(0)))N
(L11) ) = G A

where H(0) := % is the signed curvature of I" at the point z(#) and 7 is defined
in section 1.3.
1.8. Higher-order norm used for our analysis.

1.8.1. Local well-posedness theory. We will develop the local-in-time well-
posedness theory with respect to the following norm:

(1.12) St):=eT(t)+e () +el.(t)+ /t (DT (s) + D (s) + Dlc(s)) ds,
0

L>°-in time control

L2-in time control

where

3

£5(t) = Z HaéquithG—Ql(Qi) + ||5572laévi||if%2(ﬂi) ’
1=0

3
D (1) i= 08 () e oy + 102000 ()12 s -
=0
5 2
“hac(t) 1= 32 5 [08R(S) oy
2
Dloclt) = [0 Bl o ar )
=0
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1.8.2. Global well-posedness and nonlinear stability theory. We will de-
velop the global-in-time well-posedness and our nonlinear stability theory with respect
to the following norm:

(1.13)
S(t):=et(t)+& () +£"(¢) +/t (0*(s)+D () +D"(s)) ds+ EZ(1)+EZ(t)
Le°-in-time control - [2-in-time control exponential-decay-in-time
where
3
£¥(t) = Z HaiqinifoHG—?l(Qi) + ||5572laivi||2L§°L2(Qi) ’
1=0

3
04 1) = 3 OOy + 182000 (1)L e,
=0

e'(t) == Z sup e~ |9ln(s |H6 21(ry

O<s<t

2

— 2
Dr(t) — 6( A1+t Z ’ai+1h’H5*2l(I‘) )
=0

2
E5(t) = ¢ |0k O 3pamqs -
=0

where A\; = min{\]", A] } is the smaller of the two first eigenvalues AT of the Dirichlet—
Laplacian on the reference domains QF, n > 0 is a small constant relative to A; to be
fixed later, and

(1.14) gt =onE -

Remark 1.4. The definition of our higher-order energy function requires the def-
inition of the terms Olq and O!h at time t = 0. These are computed using the
time-differentiated version of (1.10a) at time t = 0. For example,

(1.15) g =g (0) = Agxygi + AF(0)T Vi - UFE(0).

The other time derivatives follow the same procedure. The terms O!h|i—o follow
similarly by means of taking time derivatives of the evolution equation (1.10d) and
restricting it at time ¢ = 0. We define the functions

(1.16a) g1 := hy(0) = [v(0) - 2 (0)] 7,
(1.16b) 92 = hut(0) = [v4(0) - 2(0)] + [v(0) - 72 (0)] T,
(1.16¢) 93 1= het(0) = [04¢(0) - 72(0)] L + 2[v(0) - 724 (0)]E + [0(0) - 72 (0)] 7,

where v(0), v:(0), v4(0) are computed from (1.10b) by taking time derivatives and
restricting to ¢ = 0. Notice that they depend only on hg and ng. The derivatives of
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n(0) are given by

17), (0) — ggl - 5h0Hgl
TP\ + Hhe) (14 Hho)? )’

gy (0) = 7 092 091 Hg, B (0g1Hgy + OhoHgs) — 20hoH?(g1)?
LA (14 Hho) ' (1+ Hhy)? (14 Hhy)? (14 Hho)3

1.9. Compatibility conditions. Since we study the twice time-differentiated
problem, in order to ensure the continuity of the solution in time, we have to im-
pose certain compatibility conditions. Since qti|p = qtit|p = 0, by restricting time
derivatives of (1.15) to T at time ¢ = 0, we obtain that ¢i° must satisfy

(1.17a) A\poi%i = Vuy,qF - Ngi on T,
—ALLqi = — (A0%), WE0)' <Ao )7 ((40%)] a o ) i
- (40%); (( ) > S<A0i>jqa:k)

( +

), ¥
+ Vs (A\I% o + quoi% : ‘I’ti(o)) "Ng1

(1.17b) + Vit - Noz + Ay (Vgza0- WE(0)),
and over 0f2,
(1.17¢) qu; "Nt =0,

Vus (Bupai) - N* = =V (Vysai - ¥F (0) - N¥
(1.17d) +(A0%), () (0),0 (A0*) g i NF.

Remark 1.5. Unlike the analysis of [31], herein, the matrix A%(0) # Id, but it is
nevertheless a very small perturbation of the identity matrix. We have the following
estimate:

HAi(O) - IdHa S |h0|s_0_5 g g

which follows from the boundary condition (1.7b) restricted at time ¢ = 0. Recall
that hg is defined on the smooth reference curve I', and the graph of hy defines the
initial interface I'g in the normal bundle over T'.

1.10. Initial data satisfying the compatibility conditions. We shall now
provide examples of initial data which satisfy the compatibility conditions. If the
initial data hg = 0 and I = S!, then (1.17a) takes the form

(1.18) AgE = Ongr [Onqo]; on S,
and (1.17b) reduces to
_A2q0i = — Q\P?(O)lw q()i,ij - \I/)?E(O)l,_] qoiﬂNJ
(1.19) + 91V (AgF +q1Vas - N) N +¢2Vagy - N + A (g:1Vgy - N) on S,
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where g1, g2 are defined in (1.16a) and (1.16b). To find functions ¢f and g, that
satisfy conditions (1.18) and (1.19), it is sufficient to prescribe the behavior of ¢ in
a small neighborhood of the interface S'. Locally, near the set r = 1, we choose

(1.20) qu =atfr-1)+p5r-13+0 (|r - 1|5) . at, gt >0,

so that qar and —¢g, are both positive in Q" and Q™ respectively. Next we choose
at and a~ such that

(1.21) a =at+1,

and so (1.18) is satisfied. With these assumptions, it is straightforward to check that
\I/fE(O,a:) = 7 and therefore D\I/ti(O)éC = 6;-“, k,j =1,2; moreover g; = 1 and go = —1.
Then, the condition (1.19) reduces to a simple identity for the polynomial qa—L locally
around r = 1, which is satisfied if g+ = %ai.

We have just provided one of many nontrivial examples of initial data which
satisfy the compatibility conditions. For compatibility conditions of higher order,
the polynomial qoi must employ a higher-order expansion in (r — 1) for |r — 1| < 1;
see (1.20).

Yet another family of initial data is provided by functions qat that, locally about
r =1, take the form

(1.22) gE=er D
where pT have the Taylor expansion
(1.23) p*=ay(r—1)+ay(r—1)+az(r—1)>+ag(r—1)"+0(r—1°).

A direct check shows that the first compatibility condition reduces to any choice of
coefficients ozii >0, i = 1,2, satisfying
2 _
(o@t) + ozli + 2&2i = [ozl — ozﬂ af.
The second compatibility condition (1.19) then simplifies to a polynomial equation of
the form

Q (af a3, a3, aF) =0,

wherein the polynomial ) depends linearly on ozf. This allows us to consistently
solve for af and therefore find a family of initial data satisfying all compatibility
conditions. The choice (1.22) is somewhat advantageous to (1.20), as the restrictive
assumption (1.21) can be avoided. In particular, for any given € > 0 we can choose,
for example,

(1.24) a] =2 af =€, a; =262, af = €%

With this choice, the first compatibility condition is satisfied. To satisfy the second
compatibility condition, both i and af are then chosen to be at least O(e). This
example shows that the smallness of the initial data can be enforced, together with
the compatibility conditions, and it is clear from the construction that such a choice
is stable under small perturbations.
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1.11. Nondegeneracy or Rayleigh—Taylor stability condition. To ensure
the local-in-time well-posedness of the Stefan problem, we impose the well-known
nondegeneracy condition that has been used by Meirmanov [43], Priiss, Saal, and
Simonett [44], Hadzié¢ and Shkoller [31, 32], and other authors; specifically, we make
the following requirement on the initial temperature function:

(1.25) 5‘Nq0i > § > 0, uniformly on T’

for some constant § > 0. Condition (1.25) is the classical Rayleigh—Taylor sign condi-
tion that naturally appears in the context of many free boundary and moving interface
problems in fluid dynamics as a stability condition for well-posedness [16], wherein
the function ¢q is the initial pressure function rather than temperature function. For
the one-phase water waves equations with an interface that does not self-intersect,
(1.25) was shown to always hold in [51] using the Hopf lemma. For the incompress-
ible Euler equations with vorticity, it is essential to chose an initial velocity profile
that provides a pressure function satisfying (1.25), for if (1.25) holds, then the free
boundary incompressible Euler equations are well-posed (see, for example, [16] and
the references therein), while if (1.25) does not hold, then the problem is ill-posed, as
shown in [23]. In the setting of compressible flows with the so-called physical vacuum
boundary, condition (1.25) is equivalent to the sound speed of the gas vanishing as the
square root of the distance function to the vacuum boundary, and is also required for
well-posedness as shown in [18, 19]. This condition also appears in both the Hele-Shaw
and Muskat problems (see, for example, [10] and [11]). In all of these problems, the
natural control of the second-fundamental form of the moving interface I'(¢) can be
obtained in a somewhat similar fashion (at least for short time), and we will discuss
this further in section 2.2.

To ensure the global-in-time nonlinear stability of the steady state solutions of
the Stefan problem (1.1) described in section 1.6, we shall demand natural sign as-
sumptions on the initial temperatures in the liquid and the solid phases, respectively,

(1.26) g >0 in QF and ¢y <0 in Q.

In addition to this, given some universal constant C* > 0, we consider initial temper-
ature distributions ng satisfying

. fx :l:
(1.27) k(gf) = % > o
fQi Qo p1 dx

where Lpli > 0 denotes the first eigenfunction of the Dirichlet-Laplacian on Q*. The
quantity k(qo) is dimensionless and it is invariant under scaling, i.e., k(eqo) = k(qo),
e # 0. We also denote

(1.28) ot ::/ qFeide,
[9E=

ie., cli is the projection of qoi onto the first eigenfunction of the Dirichlet-Laplacian.
Observe that (1.27) implies (1.25). Notice that under the sign assumptions (1.26) the
parabolic Hopf lemma implies that dxq™(t) > 0 for some period of time 0 < t < T}
however, as ¢ — 0T, there is no uniformity on this lower bound. Condition (1.27) is
designed to ensure a uniform lower bound on dyq™(t) as t — 0 in a certain quantified
manner, involving the quantity cli. This will be crucial in obtaining a sharp lower
bound for dxg*(t), t > 0, which is used in the proof of the global-in-time stability.
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2. Main results. Our first result is a local well-posedness theorem in Sobolev
spaces.

THEOREM 2.1 (local well-posedness). With Q and QF as given in Definition 1.1,
and with (g5, ho) satisfying the initial data compatibility conditions (1.17a)~(1.17d),
the Rayleigh—Taylor sign condition (1.25), and

S(0) < o0,

where S(t) is defined in (1.12), there exists a time T > 0 and a universal constant
C > 0, such that there exists a unique solution to the two-phase Stefan problem (1.10),
the map t — S(t) is continuous on [0,T], and the solution verifies the following
estimate:

S(t) < CS8(0) forall tel0,T].

Having established short-time existence for arbitrarily large data, we next consider
the nonlinear stability of equilibria. To do so, we introduce the following dimensionless
quantity:

)1 ooty o Ll
(21) () = 2,
lai Nl

which is invariant under the rescaling qOi — 5q0i. Note that K > 1, since, in the
standard definition of the norm in H*(Q%), the L?(2%) norm is contained in the
sum.

THEOREM 2.2 (global existence, nonlinear stability, and decay). For K > 1,
suppose that the initial data (T, ho) satisfy the conditions (1.17a)-(1.17d), (1.26),
and (1.27), as well as the condition

max {K (q) , K(ap)} < K,
where K (qF) is defined in (2.1). Then, there exists an eg > 0 and a monotonically
increasing function F : (1,00) — Ry which is independent of g and K, such that if
2

(2.2) S(0) < FZ)K) :

then there exist a unique global-in-time solution (q%,h) to problem (1.10) satisfying
(2.3) S(t) < Ce3, te€0,00),

for some universal constant C' > 0. Moreover, the temperature q*(t) — 0 as t — oo
with a decay rate

(24) la* (O30 02y < Ce™,

where B = 2)\E — 1 is defined in (1.14). The moving boundary T'(t) converges
asymptotically to some nearby time-independent hypersurface I', and

(2.5) sup |h(t, ) — ho(-)|las < Cy/eo.

0<t<o0
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Remark 2.3. Other existing global stability results for the Stefan problem contain
an effective heat source most commonly introduced through the presence of nontrivial
Dirichlet boundary conditions [43, 46]. Such stability questions are simpler than our
problem, as the presence of a heat source makes the family of possible steady states
finite dimensional. This allows one to a priori guess a possible asymptotic attractor
for the nonlinear dynamics. In our case, due to an abundance of possible steady
states, small perturbations converge to some nearby element of the set of steady
states. Characterization of such a nearby asymptotic state in terms of initial data is
a difficult problem.

Remark 2.4 (on the existence of initial data satisfying the assumptions of The-
orem 2.2). As explained in section 1.10 initial data satisfying compatibility condi-
tions (1.17a)—(1.17d) can be constructed in a robust way with ¢i satisfying the re-
quired smallness assumptions. Condition (1.26) is also satisfied by any choice of data
in section 1.10; see, e.g., the choice (1.22)—(1.23). Given a constant C* it remains
to show that such a choice of initial data will satisfy (1.27) for a suitable choice of
coefficients o, i = 1,2,3,4. Choose af as in (1.24). Note that by (1.22)-(1.23),
GNqu = ozli = D%¢, for D* =1 and D~ = 2. Taylor expanding qu around r = 1 we
see that

@ =ai(r—1)+0((r—1)7?).
Choosing the above expansion to be valid in a suitably small region |r — 1] < 1 and
then extending g3 in the remainder of the domain Q% to be of order €? we can ensure
that

C
In particular, for C large enough, we can enforce the compatibility condition (1.27).

1
/ qSE Sﬂf dr = —af for any C > 1.
O+

2.1. A brief history of prior results. The Stefan problem was introduced by
Stefan in 1889 as a model for the melting of ice caps [48, 49], and is now considered a
prototype free boundary problem in the area of nonlinear partial differential equations;
a historical account of the analysis of related free boundary is given in [25, 39] for
results prior to the 1980s. An account of more recent results is provided in [43, 47,
25, 50]; see also the introduction to [31].

Weak solutions to the classical Stefan problem were shown to exist in [34, 24,
41], for both the one-phase and the two-phase problems. In the one-phase case, the
problem lends itself to a variational approach that was successfully used in [26] to
study the existence and regularity of solutions. Important regularity results were
established in [6, 37, 38, 7, 9]. The continuity of the temperature function for the
weak solutions of the two-phase classical Stefan problem in any dimension was proved
in [8]. Another notion of a generalized solution for the classical Stefan problem, called
the wviscosity solution, was introduced and studied in the seminal works [1, 2, 3, 4],
while the existence proof and further regularity results can be found in [35, 36, 12, 13].
An overview of various regularity results for viscosity solutions prior to 2005 can be
found in the monograph [5].

Short-time existence of classical solutions of the one-phase problem was estab-
lished in [33] under sufficient regularity assumptions and higher-order compatibility
conditions. In [27] the authors prove local existence for the one-phase classical Stefan
problem in higher dimension. In the two-phase case, local existence and uniqueness
of classical solutions was proven in [43]. Neither of these papers, however, established
the full well-posedness in the sense of Hadamard, as the constructed solutions experi-
ence a potential derivative loss. Under mild regularity assumptions on the initial data
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and a more general domain, the local-in-time solutions were shown to exist in [44],
proving additionally the space-time analyticity of the solutions. Smoothness of the
free boundary and the temperature were also shown in [40].

Using initial domains T?~! x (0,1) and T%~! x (—1,0) and temperature profiles
that allow for only one steady state solution to the two-phase Stefan problem, global-
in-time stability was established in [43] by imposing Dirichlet boundary conditions on
the two fixed boundaries: T~ x {zy = 1} and T?"! x {4 = —1}. In such a setting,
the solution to the nonlinear problem, can be treated as a small perturbation of the
known linear solution by contrast to our problem.

A similar strategy is taken in [46], where a global-in-time description of the dy-
namics for the one-phase classical Stefan problem is given. Therein, the authors
study the exterior problem in the presence of a nontrivial heat source, modeled again
through the imposition of an appropriate Dirichlet boundary condition. The corre-
sponding free boundary expands to infinity and the asymptotic rate is given. That
method relies on the availability of a nontrivial background Hele-Shaw solution.

Global existence of classical solutions of the one-phase problem was proved in [22]
for log-concave initial temperatures, and hence for convex initial domains.

In the presence of surface tension, the families of steady states to the Stefan
problem are parametrized by finitely many parameters and therefore the problem
does not exhibit the same type of difficulty as the Stefan problem in the absence
of surface tension. The global-in-time nonlinear stability of flat steady states was
established in [29]. In the more complicated case of steady spheres, the nonlinear
stability was first proved in [28], and by a different method in [45].

In the absence of surface tension, the nonlinear stability of nearly spherical steady
state solutions to the one-phase Stefan problem was proved in [31] and the authors
generalized that result to allow for arbitrary (bounded) initial domains in [32]. Due to
the infinite-dimensional space of steady states, the nonlinear stability theory cannot
be viewed as a perturbation of a given linear profile; thus, a novel hybrid methodology
was developed in [31, 32], which combined energy methods with pointwise maximum
principle techniques to establish exponential-in-time lower bounds on the Rayleigh—
Taylor stability condition. Maximum principles together with energy estimates were
also used in [14] for the analysis of the related Muskat problem.

2.2. Methodology and outline of the paper. Our first main result is Theo-
rem 2.1 proving the local well-posedness for the two-phase classical Stefan problem.
Our methodology extends the hybrid method developed in [30, 31] for the one-phase
problem in a fundamental way.

Following the energy method of [16] for the incompressible Euler equations, tan-
gential and temporal energy estimates on the problem (1.10) lead to control of the
interface regularity via an integral of the type [ F (x,t)|0Fh|? dx for some function
F(x,t) > 0. Unlike the one-phase problem wherein I'(t) moves with speed v - n and
so F(z,t) = —Inq , in the two-phase setting, I'(¢) moves with the jump of v - n,
and hence weight functions must be introduced into the energy method to obtain the
function F(x,t). Specifically, since on T,

(2.6) Ong" # Ong™

we introduce the weight functions W* (3.36) in the interior of the two phases QF
designed to resolve the mismatch in (2.6), and to allow us to form a common factor
in the difference of the two boundary integrals arising from integration-by-parts in
both phases Q7 and Q. With our weighted energy method, we obtain control on
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the boundary integral
(2.7) e = e_()‘1+")t/ |0°h)? dz,
r

where A1 is the smaller of the two first eigenvalues of the Dirichlet—Laplacian on the
domains QF. In order to use this energy control to prove the existence of solutions, we
will regularize in the tangential directions with the convolution-by-layers smoothing
operator introduced in [16], and study the regularized problem. We obtain that for a
short time 7', depending on the smoothing parameter s, there exists a solution. The
aforementioned energy control will give us a uniform bound, which will guarantee
that the time of existence does not vanish as the smoothing parameter goes to zero.
Taking a limit as x — 0 leads to a local-in-time solution to (1.10).

In order to prove global-in-time stability of a given steady state, we need to
contend with the exponentially decaying weight present in (2.7). Its presence suggests
that a bound on (2.7) implies that |9°h|y can grow exponentially fast. A related issue
is also present in the one-phase case [31] and our general strategy is similar; whenever
we have to bound the top-order norms of h we do that at the cost of an exponentially
growing factor, since

(2.8) 0%, < ePrtmH2(er)1/2,

On the other hand, we do expect that the temperature ¢ will decay exponentially fast
to the equilibrium, as it solves a heat equation. Therefore, each time we use (2.8)
we have to make sure that it comes coupled with a lower-order derivative of ¢ which
decays sufficiently fast to counterbalance a possible growth coming from (2.8). While
this strategy works for most of the error terms, there are certain energy-critical error
terms with no room left to obtain the desired exponentially decaying factor in the
error terms.
In [31] this critical term took the form

(2.9) /8th %],
T

which could not be treated as an error term since the expected decay rate of Ong; is
exactly the same as the decay rate of dnq. To resolve this issue, the authors proved
that after a sufficiently long time interval, the term (2.9) is sign definite, with a
favorable sign. This required a complicated usage of comparison principles and a
decomposition of the temperature into the eigenfunctions of the Dirichlet—Laplacian.

In our current treatment, we circumvent this difficulty through the introduction
of the weights W in the definition of the natural energy £. As a consequence, the
corresponding “critical” term takes the form

(2.10) /615 (e—(A1+n)t) |56h|2 =—(\ +77)/e_(>‘1+’7)t ’56]1‘2 <.
r r

The simplification in our analysis caused by the estimate (2.10) is very substantial,
but it does come with a small price. The terms Bthi are implicitly hidden in the
terms 0; W which appear inside some of the interior error terms involving integration
over QF. However, the dissipative effects are stronger inside Q% and we combine
norm interpolation and energy estimates to overcome a potentially exponential growth
in our estimates caused by 0,/W*. This simplifies the proof significantly, as we no
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longer need to wait until the dynamics settle into a regime dominated by the first
eigenfunction of the Dirichlet—Laplacian as in [31, section 4.3].

To get quantitative lower bounds on the weights W=, we must obtain sharp quan-
titative lower bounds for the quantities Ong™. We implement a bootstrap scheme,
where we first assume such bounds and use them to prove important energy-norm
equivalence lemmas in section 4.1. Just like in [32], to show that the lower bound is
dynamically preserved, we make a very sharp use of the Pucci operators and compari-
son principles as explained in section 4.4. Finally, using standard continuity arguments
and the improvement of the bootstrap bounds, we present the proof of Theorem 2.2
in section 4.7.

To summarize, a novel aspect of our methodology is the introduction of the weight
functions W*(t, z) with very specific decay properties. One of its key features is that
it measures the boundary energy contribution in terms of a higher-order Sobolev
norm weighted by an explicit exponential e(~*+"t  This simplifies the global-in-
time analysis with respect to [31], and provides a tool for studying similar multi-
phase problems in the absence of surface tension. Equally importantly, using the
weighted higher-order energy, we are able to show that the top-order norms ¥ also
decay in time. The top-order terms decay at a slower rate than predicted by the
linear theory, a consequence of the degeneracy caused by the nonlinear and mixed
parabolic-hyperbolic character of the equations.

Finally, the perturbation, given by h, from our initial geometry does not decay,
but rather it converges, as t — oo, to some nontrivial ho, which is very small in a
suitable Sobolev norm.

2.3. Future work. The well-posedness framework introduced in this work is
well-suited for the investigation of various singular limits that commonly arise in the
study of free boundary problems. We intend to establish that solutions to the one-
phase Stefan problem are, in fact, limits of solutions of the two-phase Stefan problem
in the limit as the ratio of the diffusion coefficients converges to zero. A second impor-
tant singular limit amenable to our approach is the problem of the vanishing surface
tension limit. Our energy method naturally extends to the surface tension problem,
by simply adding new top-order energy terms, weighted by the surface tension coeffi-
cient. We intend to examine the possibility of a splash singularity for the one-phase
Stefan problem as in [20] and to investigate if a splash singularity can occur for the
two-phase Stefan problem following the methodology of [21].

2.4. Outline of the paper. Section 3 is devoted to the proof of the local well-
posedness Theorem 2.1. In section 3.1 we regularize the Stefan problem. In section 3.3
we define the energy functionals with the new weights W*. In sections 3.4 and 3.5
we establish the short-time relationship between the natural energy and the norms
and derive the energy identities, respectively. In section 3.6 we prove the energy
estimates and in section 3.7 we finally finish the proof of the local existence theorem.
In section 4.1 we reintroduce the hypotheses for the global stability theorem and the
bootstrap assumptions. In sections 4.2 and 4.3 we obtain global estimates for the
weights W*, energy-norm equivalence, and some a priori estimates for the height
function h. Sections 4.4, 4.5, and 4.6 are dedicated to the proof of the dynamic
improvement of our the bootstrap assumptions, and in section 4.7 we present the
proof of the global stability theorem. Appendix A briefly presents some useful bounds
for the change of variables U,
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3. Local well-posedness: Proof of Theorem 2.1. We begin by constructing
a sequence of approximate, so-called k-problems which retain the nonlinear structure
of the original two-phase Stefan problem. The small number x > 0 is the radius of
convolution, and our k-problems (3.4) are founded upon the smoothing of the evolving
interface T'(t); in particular, in section 3.1, we regularize the height function h using
a symmetric horizontal convolution operator A, and, otherwise, keep the structure
of the equations the same. In section 3.2 we establish an existence theorem for our
sequence of k-approximations (3.4) by the contraction mapping principle. The time
of existence T}, a priori, may shrink to zero as k — 0, but in section 3.6, we establish
k-independent estimates, which allow us to prove that T} is, in fact, independent of
k. Passing to the limit as k — 0, we shall obtain solutions to the Stefan problem
(1.10).

3.1. Sequence of approximate k-problems. For a given parameter x > 0
and a height function h, we define its regularization by

(3.1) h™ := A AR,

where A, is the smoothing operator defined in (1.3). We introduce the regularized
coordinate transformations ** as the solutions to

(3.2a) ARGE = 0 in QF,
(3.2b) “E(t, ) = 2 + h*(t,2)N on T,
(3.2¢) gt — e on 012,

where we recall that e is the identity map on 9. Similarly as for (1.7), notice that
(1.8) for this regularized problem is

(3.3) 7T —e|, , < ClR" 6.

Therefore, the smallness of |h" — hglg for short time together with the choice of
lhols < Co < 1 gives us that "BF are in fact H%5-class diffeomorphisms. As in
(1.9¢), we define now, A% := (V*¥F)~1 and let wE := 9,"U*. We introduce our
sequence of approximations to the Stefan problem as the following x-problem:

(3.4a) G — Angzq® = —vF -wE +oF in OF,

(3.4b) vE 4+ MAETVeE = 01in OF,

(3.4c) qF = Fr? ((vi)i ’?4{Nj) + k23%(t,z) on T,

(3.4d) hy=[v-7"]T onT,

(3.4e) vt NT =+ on 09,

(3.4f) ¢ li=o = "QoT on {t = 0} x OF,

(3.4g) hli=o = h§ on {t =0} x T,

where N is the exterior normal vector to the fixed boundary 92, 7~ := %, n" is

the normal vector to the regularized interface ', (t), given by

« _ —0h"T 4+ (14 H(0)h"(t, 2(6)))N
n"(t,y(0)) = V(@) + (1 + H(O)h")2
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and Qo™ is the initial data defined carefully in section 3.1.1. The introduction of this
special initial data, and the functions a®, 4%, and v into (3.4a), (3.4c), (3.4e), respec-
tively, has the purpose of canceling the new compatibility conditions that arise in the
k-problem due to the smoothing. The central idea is that (3.4) and its time deriva-
tives, when restricted to time ¢ = 0, will produce new terms from the s-dependent
coefficients *, that the functions a*(0), #%(0), and ~v(0) will cancel and replace
with the analogous terms of the nonregularized problem (1.10), which in turn corre-
sponds to the original compatibility conditions satisfied by qoi (1.17).

For s > 0, let E* : H*(Q%) — H*(R?) be the Sobolev extension operator of QF.
Then we define the function o (t,z) over Q¥ as,

t
(3.5) ot (t,x) = af (z) —|—/ rE(s,z)ds,
0
where Ozf)t is given by
. -+
ay = =V, "Qo™ - "Wy (0) + Vg5 - U (0),
and ¥ := 7%|q+ is the restriction to QF of the solution to the parabolic problem,

7E 4+ A%FF =0 in R?,
FE(t=0) = E* (ali) on R? x {t =0},
where o is defined in QF as,
ai == —Bf ("Qo, hf) + B3 (g0, ho)

with
B1("Qo, hfy) := Angy (Vg "Qo - "W4(0) + ag) — Aoj"™ Wy’ (0)Ao} (AoF Qo k) i

— Ao’ (Hof "Wy ,s 05" Qo.re ) i —Aoj™W},s Ao Qo "W (0)?
(3.6a) + Vg, (Arg,"Qo + Vrg,"Qo - "U1(0) + vag) - "U1(0) + Vg, "Qo - "V (0),

Ba(go, ho) := —Agj¥4(0)' 5 Ao} (Aofqom) i —Ao) (Aof‘l’t(o)lw Ao‘;QO,k) vi

— Ao}, T, (0)%, AoéQo,i U,(0) + Vg, (Aw,q0 + V. qo - ¥¢(0)) - U4(0)

(3.6b) + Vg0 - Uit (0) + Agy (V,qo - Ye(0)).

Notice that, since gy satisfies the compatibility conditions (1.17b), when restricted to
I', B; and By can be writen simply as,

B1("Qo, h{y) = 0y (Avpq + Vruq - "Wy)|i—o — Ay, "Qo,
BZ(q07 hO) = A%qu

where the value for ¢;(0) can be obtained from restricting (3.4a) to ¢t = 0 and using
that ¢(0) = "“Qo.

Remark 3.1. Since, in the right-hand side of (3.4a) we have the term a™(t,x),
the regularity of dlq™ for [ = 0,...,3, depends, among other things, on the regularity
of this term and its time derivative. Specifically, we will need to bound a* in H?(Q%)
(see section 3.6.1), in order to obtain the desired regularity of ¢*, but at the same time
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we require that d,a®(0) = ai on I, which does not have enough derivatives. The

introduction of r* solves this problem since, from the standard parabolic regularity
theory, the solution r* (¢, z) is in L2((0,T); H?(Q%)) since the initial datum 7+ (¢ = 0)
belongs to H3(£2) by our regularity assumptions on (g, ho)-

Now let us define the function v on 0f2 as
t t s
(3.7) v:=G" Nt +/ G'(s) - N*ds +/ / G2(r) - Ntdrds in QF,
0 0o Jo

where G := G'|sq for i = 0,1, 2, is the restriction to dQ of the solution to the following
parabolic problem:

Gi — A?™1G' =0 in R?,
Gi(t=0) = E*(y) onR? x {t =0}
with 7; defined in Q7 as
Yo = —an,g'{Qf +Vydg
== [T VL (0040 Q0T + Vg (Vs - 9 (0) + Vi (D)
Yo =07 (Vegrqh) =0 — Vit (qu,g HQOJF) + Vgt (A%I,OHISF) .
As a consequence of (3.8)-(3.9) and the Sobolev regularity of Gi(t = 0), i = 0,1,2,

standard parabolic regularity theory gives the bound

gNi

<1
L2HS ™

2
310 || |
(3.10) % ;

Estimate (3.10) plays a crucial role in the nonlinear estimates in section 3.6.1.
The function B*(t, ) is defined on I as

3 . ) )
(3.11) B (tr) =3 ik!af ((vi)’ %gNJ) l—o-

Note that (8 is a cubic polynomial in ¢ with space dependent coefficients.

Remark 3.2. The functions S+ serve a similar purpose on the boundary I' as «
does in the interior, and they are used to avoid new compatibility conditions that
may appear from the boundary regularization (3.4c). This regularization is needed to
overcome a technical difficulty in the higest-in-time energy estimates when we have a

term of the form
/ ("‘\I/ittt . n) (v,ﬁi75 . n) do,
r

because the trace of v, - n is not necessarily well-defined.

3.1.1. Definition of the smooth initial data "””Qoi. We now construct a
smooth version of the initial data ng that will satisfy the compatibility conditions for
the x-problem (3.4). We solve the tri-Laplacian,

A3 Qv = A (e + B (g)) in 0F
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with specific boundary data designed to satisfy the compatibility conditions. We
proceed by solving the equivalent system of elliptic equations:

(3.12a) Ay "QoT = "R in OF,

(3.12b) Qo =0onT,

3.12¢ Vop+ Qo - NT =0 on 09,

(3.12c) v

(3.12d) A+ Ry = "Uy in O,

(3.12¢) "RE = — (V\I,Oiq(jf ~N) g1 on T,
(3.12f) Vo "R -N* = Vi (Agpaf) - N*on 09,
(3.12g) Az Uy = Alys (e E (g3)) in QF,
(3.12h) "“Uoi = By (q(j)[, ho) on T,

(3.12i) Vo U N* = Vo (825 ) - NT on 00

Recall that ¢; is defined in (1.16a). Notice that the system is decoupled, and therefore
existence of solutions follows directly. This choice of initial data, and the fact that
qoi satisfy (1.17), shows that the compatibility conditions for (3.4) are automatically
satisfied. Moreover, as k — 0,

"QoT — ¢F in H® (QF).

Remark 3.3. We actually have strong convergence of *Qo™ to qoi in H%(QF). The
argument is simple, but cumbersome, as it involves elliptic estimates from all three
equations (3.12). Consider for example (3.12g) with boundary condition (3.12h), on
the region Q= (we will omit the index “—"). In order to estimate the difference
between “Uy — AE\I,O qo we analyze the elliptic problem

A"‘\I’O (HUO — A\onqo) = Am\po (Ag\po (’I’],.i * E(qO)) — A%I,OQO) in Q,
Uy — AQ,I,OqO =0 onT.

Let us define G := Uy — A?I,Oqo; then, the system can be rewritten as

Dy = Ay (Mg, (10 % Blg0)) — Do) + (A, — Ang )G i 2,
G=0onT,

and so, by elliptic estimates we have the bound

(3.13)
[Gll2 < || Arw, (A2y, (0 * E(qo0)) — A%, 90) llo + [[AcAo — AgAo || L= |Gll2 + Oy,

where we have gathered all the lower-order terms coming from the product rule in O,.
Since we have strong convergence of hf — hg in H5(T'), we conclude that “¥y — ¥,
in H%5(Q), and therefore g — Ao in H55(2). Combining this fact together with
the strong convergence of 1), * E(qo) to qo in H%(Q), the right-hand side of (3.13) goes
to zero as k — 0, and therefore, G — 0 in H?(Q) or, equivalently, "Uy — A?po qo in
H?(Q)). This same procedure applied to the other equations of the system (3.12) gives
us the necessary estimates to prove the strong convergence HQoi — qSE in H5(Q%).
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3.2. Existence theorem for the k-problem. In this section, we use the con-
traction mapping theorem to find solutions to the k-problem (3.4). We introduce the
following normed space of functions:

Xt = {aih“ € C ([0,T.); H*2(T)) , 05 "' h" € L ([0, T.); HP (1)) -
0<1<3,0<s<2,

3

1=

2
Z\ﬁih”(S)\igom—w(r) +) ’aiﬂhﬁﬁgm—zz(p) <,
0 1=0

(3.14) h*(0,2) = hi(z), hi(0,2) = g7 (2), hi(0,2) = g5(x), hi(0) = 9§($)}
with M > 0 a function of the initial data to be determined, and gf := A, Acgi, ¢ =
1,2,3, the smooth versions of (1.16).

THEOREM 3.4 (solutions to the k-problem). For any fivzed x > 0 there exist

a time T, > 0, such that there exists a unique olution (q,h"™) to the nonlinear x-
problem (3.4) on the time-interval [0, Ty], and S(t) = S(q*, ") < M.

Proof. We will separate the proof into three steps.

3.2.1. Step 1: The linear problem. Assuming that a function h € Xy is
given, consider the regularized version of h:

(3.15) h" := A Ach.

Again, we define the regularized coordinate transformations #§* as the solutions to

(3.16a) ARG =0 in OF,
(3.16b) "G (¢, = 2+ h5(t,)N(-) onT,
(3.16¢) = e on 0f.

We define 4™ := (V"@i)’l, J,. := detV*¥, the cofactor matrix "a := J,, "4, and
mpE = #° . Recall that (1.8) holds for “I™ with A% in the right-hand side. This

gives us that the transformations #GE are in O (QF). We then define the following
linearization of the k-problem:

(3.17a) - Ag=qt = —vE wF 4ot in QF,

(3.17b) vt + T TVt = 0in OF,

(3.17¢) ¢ = FK* ((Ui)i ’ﬁgNj) + k2% (t,z) on T,
(3.17d) vT - Nt =~ on 09,

(3.17¢) ¢Fli—o = "Qo™ on QF x {t =0},

where o, 3%, and « are the functions of the initial data defined in (3.5), (3.11), and
(3.7), respectively. Since h®(t) is prescribed, the linear system of (3.17) decouples
into two linear heat equations on QF, respectively, with C>°(QF) coefficients. The
initial data for the linear smooth problem are "Qy* € HS (Q%F), which was designed in
(3.12), along with the terms a®, 8%, ~, to recover the original two-phase compatibility
conditions from the decoupled two phases as Kk — 0.
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3.2.2. Step 2: Higher regularity for the linear problem. We want to
prove that there exists solutions to (3.17) such that dl¢™ € C([0,T,]; HS~2/(Q%)) N
L%([0,T,); H'=2/(Q%)) for all [ = 0,...,3. We proceed as in [15]. Since the two
phases are decoupled we have the weak formulation of the two different problems
on the regions QF separately. For a given function f € L2 ([0,T}],R) consider the
discrete time difference 67 f(t) = (€f(t+s)—€f(t))s~1, where € is a Sobolev extension
operator to the positive real line [0, 00). We define then ¢& to be a weak solution to
(3.17), if for all ¢+ € H'(QF), the following equations hold pointwise in time for all
te0,T.):

(3.18a)

(@Ta o)+ (0 () (Taw ) o) o+ [0 (720 +57)) 6o

(az ( a'q,: 5 (@j)) ,d)—)mm_) n (ag(JHa—),w)Lz(Q,),
(3.18)

(0 (T ar). 67) + (8l (H (HA q”“))’ i L2(Q+) /8l (+7%q" +57)) 6" do

! 9 KTy T
= (Caiaasiew.07) o+ [ @) oo
+ (0h(Jeat),0h) sy forl=0,....3

with initial conditions given by ¢*(0) = "QoT, and for | = 1,2,3, olg*(0) =
O (Argq + Vegq - "0y 4+ a)|—o. Notice that the solution ¢* depends on the pa-
rameter s, but we will omit its dependence for simplicity of notation, and only at the
end of the proof will we take the limit as s — 0. The use of the difference quotient
47 in (3.18a) and (3.18b), is necessary in order to study the third time-differentiated
problem; This is due to the fact “¥;;y; is not well-defined when his given in X7§;.

In what follows, we will omit the upper index =+ for simplicity of notation, but we
will keep in mind that we must perform the analogous techniques in the now decoupled
regions Q. Existence of solutions ¢ € C([0, T,]; L2(2)) N L2([0, T,.]; H(£2)), follow
from a Galerkin approximation scheme for parabolic equations, i.e., we consider a
solution of the form,

(3.19) q"(tx) = cn(t)pn,
n=1

where {©;, }nen is a basis of H!(Q) that, for simplicity, we will choose so that
(jn(o)sﬁm @n)LIZ(Q) =1 and (jH(O)Wm ‘Ps)Lz(Q) =0Vs #n,
and the coefficients ¢, (t) satisfy the system of fourth-order differential equations

(3:20) D" {eh el (t) + el (1) + 2, (1) + by el (1) + ebyen(®) |

n=1

=A;+Bs Vs=1,...,m
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with initial data given by

(3.21a) g™ (0) ="Q0™ = ("Qo,%n) 12() P>
n=1

(3.21b) OFq™(0) ="Qy = > "Qy(n)pn for k=1,2,3,
n=1

where the coefficients "Q}*(n) are given by
Q) = [ (06 Aat ) o — (067 (1 (T ) ) o) L
= [0 g+ ) gado
r

+ (oF" (rafami 07 (07))), %)Lm) + (0 (T a”), @")L2(Q)] =0

The coefficients e, for i = 1,...,4 of the system (3.20) are given by

e = (J %‘7“7@5)L2(Q)7
€an =3 (0(Jx)Pn: 05) L2y + (H‘_‘;'ﬁ?@””“ ’“05”'>L2(m
e2, ==3( E(J_ )n>9s) 12y 3 ((% (“dé“flf) Prosk 7¢sai>L2(Q)

™ 3/ O(Ju)r > puipsdo — (at ( (W])) (p"’i’wl)m(n) ’
ein = (af(jﬂ)gon, @5)L2(Q) +3 (8? (Nd;'ﬁf) Prsk s Psyi )LZ(Q)

+3 [ IR 2pupude =3 (0 (360 (W) o)
el = (8? (“&;'ﬁ?) Onsk ,@S,i>L2(Q) +A@?(jﬁ)m_2@nwsda

(83 ( i (5@)) (p"’i’@l)m(ﬂ)

and
As = (8?(jn0¢) %Os)Lz(Q)v st /33 JB)psdo.

Remark 3.5. Notice that we are considering as a generic model the weak formu-
lation in the domain 27, but an analogous process works for QF, with the inclusion
of the integral term on the boundary 9Q: Cs = [, 9} (Jy)psdo.

The fundamental theorem of ODEs provides us then with a solution ¢ of the
form (3.19) that satisfies the system (3.20) in the time interval [0, T*], which a priori



4964 MAHIR HAZIC, GUSTAVO NAVARRO, AND STEVE SHKOLLER

depends on the parameter m. Moreover, from linearity, ¢™ satisfies

(3.22a)
@007 o+ (08 () (A0m0))074) L+ [ B0 + 5707 do

= (0 (raamast ("97)) 7)o+ (O Uea )07 e
(3.22b)
0% (3 (5 (0)) 072, G b )

0 (9) ) ¢ [ 0
+(9/(Jua™), ¢+)L2(Q+)

for all ¢F in the finite-dimensional space generated by {apf}ngm. In addition, given
the definition of the initial data (3.21), we can integrate in time (3.23) as many as three
times, to obtain that ¢™ solves an analogous formulation as (3.18) for [ = 0,1, 2, 3:

(3.23a)
@O (T ™), 6 ( (ﬁ ("”“A m’))’””)m@rﬁ/fi (Jo (572%™ + 7)) ¢~do

(al( g™ 6 (n J)> )Lz(Qi)—&-(ai(j,gaf),(b*)mmf),

(3.23b)

(9h a6 1o + (91 (") (A" ) ) ¢+,i)L2(m)+/r O (Js (24" + 5*)) 6" do
)

= (A (77 () )y ) 970
+ (0 (Jua®) 6%) pagey VOF € ok,

The next step is to obtain estimates intependent of m. Standard parabolic esti-
mates give us that ¢ € L ([0, T"]; L2(Q))NL*([0, T"]; H'(Q)) with m-independent
bounds, which allows us to extend ¢™(t) beyond T, and up to an m-independent

time T};. Indeed, substituting ¢ = ¢ on (3.23) for [ = 0, we have the bound,
(3.24) lg™ @122 + I Vega™ 722 + £ 2lq™ [F212 < C(M, q0) ¥t € [0, T,],

where C(M, qo) is a constant that depends only on M and ¢y (see Lemma A.4 in
the apendix for more details). Moreover, given the regularity of “¥, we can improve
the bounds so that ¢™ € L>([0,T,]; H*(Q)) and ¢ € L3([0,Ty]; L*(2)) by using
as a test function ¢ = ¢} in (3.23) with [ = 0, and following similar estimates as
in the proof of (3.24). Consequently, we found that ¢™ € C([0,T,], L*(2)) and,
furthermore, using elliptic estimates, we obtain that ¢™ € L2([0,T,]; H*(Q2)) and,
therefore, ¢™ € C([0,T,.]; H1()) N L2([0, T,.]; H*(Q)).

Consider now the first time differentiated problem, (3.23) for | = 1. Using the
previously found regularity of ¢ and ¢, and repeating the parabolic regularity
arguments for ¢™ = ¢/, we have that ¢ € C([0,T.]; H*(2)) N L%([0, T,.]; H*(Q))
and ¢} € L?([0,T,]; L?(Q2)). These estimates for ¢, combined again with ellip-
tic estimates for the non-time-differentiated problem (3.23) for [ = 0, gives us that
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g™ € C([0,T.]; H3(2)) N L2([0,T,]; H*(Q)). Iterating this process one more time
for the twice-in-time differentiated problem, we obtain that ¢/? € C([0, Ty]; H*(£2)) N
L3([0,T,]; H?(2)), and ¢%, € L?([0,Ty]); L*(2)). Elliptic estimates on the one-time-
differentiated problem (3.23) for [ = 1, gives us estimates for ¢/* € C([0, T,]; H3(22))N
L2([0,T,]; H*(Q2)), and therefore, using elliptic regularity once again on the non-time-
differentiated problem, we obtain estimates for

¢™ € C([0, Ta); H° () N L2([0, To.]; HO(%)).

The final step follows from the triple time-differentiated problem in the same way, but
some terms must be treated carefully, and we address them below. First we will show
that the triple time-differentiated approximation ¢J%,* to (3.18) satisfies the following
inequality:

1
G P U P 11 P9

< CMo + OV (a5 1 g+ i ) -

where My = M, (qu, ho) is a function of the initial data, and C, is a constant that
depends badly on the smoothing parameter k. Indeed, the weak form of the triple
time differentiated problem can be written as

(Je gl d)+ (jﬁ Aot A b ) . +/F T (m2q;’?& + 0} (vm : fyiTN) t:O) ¢do

= — (jﬁ ’U’m . 6; (@ttt) 7¢>L2 + an(¢>7

where in the right-hand side we write the highest-order remainder I :=
—(Jev™ - 67 ("Wyt), @) L2 by itself, and the lower-order terms collected in

an((,b) = ([8?7Ha;'ﬁﬂ qm,k, ¢7i)L2 - ([a?a jK ,Um] : K\Ijtagb)Lz
- / [0, 7] (52" + B™) 6 + (0% (Jua™) ) .

where [a, blc = a(bc) — b(ac) denotes the commutator. We will prove that, choosing
¢ = q;},, we have the bound

t
626) [ U+ Qo)) ds Suu M+ O (s + el ).

where Cj; is a constant that depends badly on . The integral I contains as a factor
the term "W, which, if we were to take the limit as s — 0 right away, it would
depend on hf,,,, which has too many time derivatives on h* (here lies the necessity to
include the discrete operator 47 into the weak formulation). Nonetheless, this problem
is easy to overcome. Recall that, since we know that ¢/, is in L? L? and ¢} is in L? H?,
we can use the strong form of the twice-in-time differentiated heat equation to obtain

¢
Iy = —/ (J 0™ - 67" W4y, qgflt)L2 ds
0

t
= —/ (Jn VO Wy, =0 Wy 4 A@(]E})LQ + Qy,
0



4966 MAHIR HAZIC, GUSTAVO NAVARRO, AND STEVE SHKOLLER

where Q4 corresponds to the error terms that follow from the L2-inner product of
v -0 "J,,; with the remainder terms from the twice-in-time differentiated heat equa-
tion. Estimates for these terms follow from integrating by parts in time to remove
a derivative from "W, and then using the standard Cauchy-Schwarz inequality.
Therefore, we focus on the higher-order terms, which can be rewritten as

t
13 = / (jK’Um '5f@ttt,—’l)m ‘@ttt+Aﬁ:@qg)L2
0
1/t - 2 t _ _ _
=5 0 [V O ) [ s = [ ) )
0 0
t t
— /O (<j,.C o™ K/\T/ttt, §t8(AK\i]qg?))L2 ds — A (5f(j,i’[]m) . K/\ilttt, Aﬁ@q;?)L2 ds
t
s [ 6 (o g ] ds.
0

Most of these terms are as easily bounded as (3.26) by using the Cauchy—Schwarz
inequality, but the fourth and sixth terms require an intermediate step. It is necessary
to first integrate by parts in space to remove a derivative from gj}, or ¢;}, respectively.

t
I4 = */ (JR ’Um . H‘I/ttt,(;f(An@lIg))Lz dS
0
t .
=— / / J. Vg™ "4 NhE,6: (‘ﬁ?'ﬁ;qu,i)deads
0o Jr
t
T m Ky L T m NT Kkt rpk s m
+/ /:t (JK,’U . \Ilttt A];Z A] + (JHU . K’\I/ttt)ﬂ' AJ AJ) 5tqtt?k+ Lo.t.
0 JQ
t
<t [ T MRS dods + Cu/iR e |55 s + Lot
o Jr
< Carw Vil (1055 ey + Nl ) S [|0k™|
=0Um ttt| Lgo L2 | |9ttt | L2 L2(T) QiiellL2H td |2 pe-2

1<2

< OVt (gl 3o + a3z )

where in the last inequality we used the previously found bounds for the terms
||8£qm||L§H6_zz. Now, for the sixth term, we integrate by parts one of the deriva-
tives on ¢},

t
I5 5:/ (5? [(J,i ™ - K\IjtttaANli/qZ&L)Lz] ds
0
t . _ _ _ o
:/ o; |:—/(j,i 'Um'@ttt%;‘%i '%?q{?,k—l—/ Jy Um,ﬁlllttt%;]\f“%?qg,k] ds
0 Q r
t
SC,‘{_lHngLooHl|hftt|LooL2(p)—|—/ 5 [/ Joo™ - NR, (v AN da] ds +Lo.t.
0 r

t
< C,My +/ o; [/ J o™ - NEZtNquda] ds +l.o.t.
0 r

< Co My + Cr 2|0 | o 12 g7 | oo st + Lot
S CI{M()?
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where in line three we pulled a coefficient £~ to absorb a derivative from the norm of
hf,, and in line four we used the strong form of the boundary condition (3.4c) differ-
entiated twice in time. Combining all the estimates together, and using the bounds

for J,. analogous to the ones in Lemma A.3, we obtain, therefore,

1 _
laitelioe e + Ve i no + 5720722 12
< CuMo + Co/t (Il T e 12 + il 72 ) -

With the bounds for the matrices "A being analogous to those of Lemma A.1, com-
bined with a modified Poincaré inequality detailed in [32, (4.6)], we obtain the desired
inequality.

Now, taking T, small enough on (3.25) gives us m-independent bounds for ¢}}, €
L>=([0,T,], L2(Q%)) N L2([0, T,.], H' (%)) and, moreover, from the weak formulation
(3.23), we can obtain as well that ¢%, € L%([0,7], H*(Q%)*) with bounds inde-
pendent of m. As a consequence, ¢}, € C([0,Ty]; L*(Q%)) N L2([0, T,.); H*(Q%F)),
and therefore we can use elliptic regularity in succession on the time differenti-
ated problems to obtain the desired m-independent estimates for Ol¢™ €
C([0,T,); H~24(Q)) N L2([0, T,.); H'~2(Q)) for I = 0,1,2, 3.

Passing to the limit as m — oo, we obtain a weak solution ¢ to (3.18) for
| = 3 that, from lower semicontinuity, satisfies that 9!%¢ € C([0,T,]; H®~2(Q)) N
L%([0,T,); H'=2Y(Q)), and *qyy, € L%([0,Ty]; HY()*). Consider now the the time
integral of (3.18) for [ = 3. Given the compatibility conditions, we will recover that
5q satisfies (3.18) for [ = 2, and for this case, the term containing 6;"¥,; converges
strongly to *W,; in L2(Q) as s — 0. The estimates that we obtained were independent
of the parameter s, therefore, we can pass to the limit as s — 0, to obtain a weak
solution ¢+, such that

2/ 7 — 2 (k=1 Kkik - 2/( 7 —2 _ _
<8t (Jﬂqt)?(b >+ (8t( a]) (A]qak> 7¢ ’Z)LQ(Q*) +/1‘8t (JK (K q +6 )) ¢ do
(3.27)
_ 2 (k=i Rgd —
N (at (ajq” \I’t) 9 )LZ(Q—)
T K= 1k 7 —
<at2(‘]l€ qt)7¢+> + (atQ( aj) (quvk) ,¢+’i>L2(Q+) +Aaf (Jl{ (H 2q+ +6+)) ¢+d0
_ 2 (k=i Rgyd +
- (8t (anWKI\I}t) a¢ )L2(9+
+ (ag(jf; OZJF); ¢+)L2(Q+) )
holds for all ¢ € H'(QF), and that it satisfies that dlq™ € C([0, T]; HS~2/(Q%)) N

L%([0,T]; H'=2/(Q%)). This finishes the proof of existence of weak solutions to the
linear problem (3.17).

+ (07 (Jea™),07) o) »

-
o+ /8 (@) oo

3.2.3. Step 3: Contraction mapping theorem. We now define an operator
®,. on X);. Given h € X we set

(3.28) ®,.(h) =h:=ho+ /t[v -n~Tds,
0

Oh*
~ T+ HR) )-
Notice that ®, maps X, to itself as proven in Lemma A.5 in the appendix. To

where v* is the solution to the linearized problem (3.17), and 7" := (N
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prove that ®, is a contraction, we assume h', h? are given, and consider ®,(h') =
h', ®.(h?) = h? with the associated temperature gradients v;,vs. The difference
Shy = h} — h? is given by

(3.29) Shy = [6v - nf]T + [vg - 6077,
oh%
(1+H*~h")
two time derivatives we obtain that

where ) = N — T for « = 1,2, dv = v; — v9, and In” = nf — n5. Taking
Shi = [Svy - 05T + [v2 oM

where we gather the lower-order terms in ),

y = [’UQtt -on” + ov - ’ﬁ,lftt + 26Ut . ’Fb,ft + 2’1}215 . (S'Ijlf]t .
A straightforward bound using Sobolev and trace inequalities gives
(3.30)  [Oheet| e
< C (ll6villkvo.s + 160 lkros + (103 k0.5 + 13 kro.5) |0k | gesr) for k= 0,1,

where 6h" = hy —hf. We now obtain the necessary estimates for ||0v; || 2 1.5, We will
omit the superscript + for simplicity of notation. Taking the difference of equations
(3.17b) for vy and v, and taking two time derivatives, we obtain

Ovy + 8? (’izllTVCSq) = 5‘? (—5 ('ﬁT) ng)

with §("AT) = "4, T — ", 7. Therefore, using the bounds for 4 from Lemma A.2 we
arrive at

l6veell s < |41 |1.5110Geell2.5 + 116715 |lg2ee] 2.5 + |6 Ase 1511 g2]|2.5
+ |\'341tt\|1_5|\6q||2.5 +l0t

(3.31) < Cor (l6auell25 + Velohuel 2122
Furthermore, the difference dqy; satisfies the following parabolic problem:
Al rpk .
Sqis — Ay~ (A1ji5qtj§,k> i = fFin QF
5(]?; =0onT,

Svfi - N' =0 on 09,
85 (0,x) = 0 on QF x {t = 0},

where
f=0? (—&; Wy — Vg - 6"y + (*32131) (ﬂ’qug,k) A, (5 (%j) qm) )
+ 07 (A koq ) i AL (07 AN 0q ) i +200A0 ) (041K 6q, k) i
(3.32) 420,41} (A1 F6qu. ) i +2A1 ) (0 ALK Squ.n ) i
Standard parabolic regularity provides

(3.33) 16G55 0| o g2 + 1068 | 2 g2 5 < Co 5] 05
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where estimates for the source term f* given in Lemma A.7 in the appendix gives us
16635 | e 2 + 1663 | 2 g2 < Crrw™ VT S(6q,6R")Y2,

where S(8q,0h") is the high-order norm defined in (1.12) evaluated in dg and §h”.
Repeating this argument for the parabolic problems associated with dq; and dq, and
adding all the inequalities together we obtain that

(3.34)

t
£+(5q,5ﬁ“)+87(5q,5ﬁ“)+/ (DT (6q, 6h") +D (8¢, 6h"))ds <pr £~/ TS(0q, 5R™),
0

where we recall the definitions of £* and p* from section 1.8 as the higher-order norms
of 3!6q. A small enough time T} allows us to absorb the terms in the right side of
(3.34) with the same norms of 9!q as in the left side, leaving only the boundary norms,

t
£+ (5q, 657 + £~ (3q, 67" + / (0" (5q,55") + D~ (5, 65)) ds
0
t
S VT (efld®) + [ ohlis)
0

Therefore, using this together with (3.31) and (3.30), we obtain

t
s ey + 90y oo 7 (o) + [ oh0hs)

An analogous estimate for 9'6h in L HS=2 N L2H%5=2! for | = 0, 1,2, respec-
tively, allows us to conclude that

t t
b0+ [ u(omds Sar w7V (i) + [ ohu(on)ds).
0 0

We see that @, is a contraction for T}, sufficiently small and the theorem follows from
the contraction mapping theorem. ]

3.3. Definition of the energy functionals. The key ingredient to the proof
of the main theorems is the introduction of the higher-order weighted energy &€,(t),
which will be shown to control the norm S evaluated on the solutions of the regularized
problem (3.17), which we define as

(3.35) Su(t) == S (g%, h").

Note that (¢T, h*) is the solution to the regularized problem (3.4) obtained in Theo-
rem 3.4, and therefore S, () is bounded for all ¢ € [0, T].

The weight functions W=E. To define the energy associated with the two-
phase Stefan problem, we will introduce weight functions W= (t,z), that will allow
us to successfully include the nondegeneracy condition (1.25) in our theory. Let
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W*:QF = R be a solution to the following Dirichlet problem:

(3.36a) AW*E =0, z € QOF,
(=X1+m)t
e
N (=AM +n)t

where ¢ := (¢4, ¢ )2, defined in (1.28) and A\; = min{\], A }. Note that W* >0
in QF by the maximum principle and the Rayleigh-Taylor assumption (1.25), which,
by continuity, guarantees that dx¢* > 0 at least for short times. The long-time
behavior of W is very important for the proof of global stability and it depends on
the difference between the first eigenvalues of the Dirichlet—Laplacian in the regions
QF and Q.

3.3.1. The choice of weights—heuristic. Our choice of weights (3.36a)—
(3.36¢) bears an important role for the global-in-time stability problem and we will
now provide a heuristic motivation.

If we were to set W* = 1 and thereby not include any weights in the definition
of our norm and energy, then (see section 3.5) our strategy would fail as, roughly
speaking, the boundary terms

(3.37) /F ((Ongh) 8*hd* (Ong™) — (Ongh) D*hD* (Ong™)) da’

would both appear and it is not clear how to extract a positive definite “energy”
contribution. By introducing a weight, we instead produce a term of the form

[ ((@va*) 30 (2a") W = (0q) 34" (o) W) d’
T
= [ (M5 ha" (o) el NG R o)) da’
T

(3.38)
1 =1, = 1d _
== / eMEMGE L §F [Ang) T ~ = — / e(TMFME 9k R|2 g’ + a positive term.
2 T 2dt T

As is evident from (3.37)—(3.38) one can choose any positive weights W* with the
property

w+ - oONg~

(3.39) W= = Begt

onI’

to obtain a positive definite energy contribution. The point is that the two phases
“communicate” via (3.39) and therefore the choices of the weights reflect the long-time
decay properties of 9,¢q7 and dnqg~.

To understand the role of the first Dirichlet—Laplace eigenvalues )xli in our weights,
we must observe that, in the case of the linear heat equation on a given bounded
domain, the decay rate of the temperature is precisely given by a constant x et
In the case of the Stefan problem, we anticipate the free boundary to settle back to
some fixed domain 2., which is close to the initial domain. This suggests that the

temperatures ¢& as well as y g+ will decay to 0 at a rate which is approzimately equal
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to e=*i't. To handle the fact that these rates are not exactly the same, we introduce
the parameter 0 < n < 1 thus providing a little bit of “wiggle” room.

By means of the maximum principle and Sobolev embedding we will show that,
roughly speaking,

e~ (T +mt < (9Nqi(t,a;) < ef(/\li*”)t, zel,

for the solutions ¢* of the nonlinear flow. This translates into the statement that
w* < e~ MHATH20t on T thus providing an approximate “normalization” condition
with W allowed to grow at most like e/**=*2* times a mild correction e?"*. The
crux of our energy estimates, related to an idea which appeared first in the earlier
works [31, 32] is to show that despite the possibility of such a growth, the anticipated
exponential decay of g% and its derivatives is sufficient to close the estimates.

Finally, since A; = min{\], A\]' }, condition (3.36¢c) merely ensures that the 9
growth-in-time of W is not worse than e/* ~*2[t47% 5o that it remains consistent with
the worst possible growth occurring on I' (explained above).

3.3.2. The short-time behavior of the weights. On the other hand, the
short-time behavior of W¥ is easily characterized in the following lemma.

LEMMA 3.6 (local estimates for W*). Suppose the Taylor sign condition (1.25)
holds for some § > 0, and assume there exists a constant M > 0 such that S(t) < M.
Then there exist positive constants cs v > 0, Csar > 0, such that the solution W= to
(3.36) satisfy,

csu < WE < Csup

Proof. Notice that for short time, the Rayleigh—Taylor condition (1.25) gives us
the following upper bound on Onq*,

|ona™[ < Clq < CS(t) < Cu-

i
2.25

Similarly, by the fundamental theorem of calculus

t
|onaE ()] > |Onas | — ‘/ s (Ong™) (s)ds| > |Onay | — CVE|arll2 = 6 — CVEM.
0

Therefore, for small times we have the lower bound
|8Nqi‘ > cs.m > 0.
By the maximum principle we conclude that

es.are ™M < min Wt 7) < max WE(t) < CsareHH0",
zel’ zel

Taking ¢ so small that 1/2 < e(=*1+M < 1 we obtain the result. O

The natural energy E,.(t). The following definition of the “natural” energy is
seemingly technical, but as it will become apparent in section 3.10 it is precisely the
natural higher-order positive definite quantity arising from an integration-by-parts
argument.

DEFINITION 3.7 (higher-order weighted energy £, (t) and dissipation functional
D.(t). Let gt : Q* - R, h: T = R, and recall the cutoff function p from (1.6).
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We set
£ (1)
= 5 (IO s + RNV O
a+2b<5
n % Z <||M1/2(éaafqi + 9% abrpt ,Ui)”?p)wi + e(fkﬁn)t\aﬁéaaf/\ﬁhﬁz(p))
a+2b<6

1 a
+5 20— 2o e e

la|+2b<5
1
t5 2 =@ g + 00 E v a0,
la|+2b<6
D5 (1)
= > (I PO O E |2 s + K2R O )
a+2b<6

+ Z (”/1’1/2 aaab—i—lqi + 8aab+1f€\1ji )”L2 wt + e(*>\1+77)t|aﬁgaaf+lA,{h‘%z(F)>
a+2b<5

+ Z 1/2aaabvi||%2(ﬂi)
\a\+2b<6

+ Z 1/2(aaab+1qi+aaab+1rﬁpi i)||2L2(Qi)7
\a\+2b§5

where J; := det V™V is the determinant of the Jacobian, g, is defined by g, =
(OWF)24+-(14-H (2)h")2, and the coefficients rE(t, x) := (OnqT) ' I 2, and a,(t,x) :=
J1(1+ Hh").

We remind the reader that the horizontal derivatives 0 are defined in section 1.5.
We introduce the total energy

(3.40) Eu(t) = sup E(s)+ sup & (s) +/O (Df(s) + D, (s))ds.

0<s<t 0<s<t

Remark 3.8. For the proof of the local well-posedness theorem, we will show that
the following a priori energy estimate holds,

(3.41) €n(t) < €4x(0) + CVEP(E,(1)),

where P(+) is some polynomial of degree greater than or equal to one, but that it does
not depend on k. A simple continuity argument then yields Theorem 2.1. A more
careful energy estimate combined with a maximum principle argument gives us the
global stability result, which is explained in section 4.

3.4. Local-in-time energy control. Assuming that the Rayleigh—Taylor con-
dition (1.25) holds, we shall prove in this section that the control over the derivatives
of ¢* and h* provided by the norm S,(t) is dominated by the energy &€, (t) defined
by (3.40).
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PROPOSITION 3.9. Suppose the Taylor sign condition (1.25) holds for some § > 0,
then the norm S, (t) is equivalent to €, (t) in the sense that

(3.42) Sult) < P(EL(1))
for any t on the interval of definition of €,.(t) and Sk(t) and for P a universal poly-
nomial as described in 1.3.

Proof. The proof of this proposition follows exactly as the proof of [30, Proposi-
tion 2.4], but with the weights W*. First, the contribution from the boundary terms
is easy to bound, since, instead of having the weight dy¢ in our energy, we have the
coefficient (1M Also we have the estimate

JH 1+ Hh") =1+ O(]h"]) >

| =

where we used the characterization of J from subsection A.3 of the appendix, the
bound for the curvature H, and that for short time A" is small. Recall that H is
the curvature of the smooth reference curve, thus it is o-close to the original initial
interface. Therefore

— K\ qa 2
o) <C > [T 1+ HRM)D afAﬁh]L?oL2(F) ,
a+2b<6
= 2
Dh(t)<C > |1+ HR® )07 Ahl s -
a+2b<5
Second, note that both S, (t) and €, (t) have terms of the form | */20%9Pv||2 with the
difference that in &, (t), the norm has the weights W=*. The upper and lower bounds
for W* in Lemma 3.6, gives us that these terms satisfy inequality (3.42) directly.
Finally, we need to show that we can control all derivatives in the interior by
controlling only the tangential ones that appear on € (t), but this process is analogous

to the proof of estimate (a) from [30, Proposition 2.4], multiplying and dividing by
the coefficient W+ on the corresponding integrals over Q%. We obtain

Ex(t
S 00k ey < P (il ) < Peeo),

la| +2b<6
Ex(t)
anb + K
Z |0° 0% HL§H0~5(Qi) <P <iani> < P(Eq(1)),
la|4+2b<6

where the last inequalities follow again from the local estimates Lemma 3.6 for W,
This concludes the proof. ]

3.5. Derivation of the energy identities. For the various notations used in
this section we encourage the reader to consult subsections 1.3-1.5.

LEMMA 3.10. Let (g%, h") be a smooth solution to the two-phase Stefan problem

given by Theorem 3.4 on the time interval [0,Tx]. Then the following energy identity
holds:
d
dt
where the right-hand term R(t) is an error given explicitly in Lemma A.8 of the
appendiz.

Proof. Apply the operator 99 to (3.4b) for 0 < a + 2b < 6, multiply by
0%0bvW i, and integrate over Q% respectively. The inclusion of the factor W¥ is very

(3.43) En(t) = %(ﬁ(ﬂ +&. (1) + D) + Dy () = R(1),
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important as it allows us to recover the positive definite boundary energy by providing
a common factor on both regions to form the difference h; = v - 2% — v~ - 7%, We
obtain the identity

(3.44) (0%0¢v + 00 "Alq, +A50°00q,i, 0“OvWp) ot = RE,
where R is the error term that contains the lower-order derivatives arising from the
application of the product rule to ’74;(],1- , integrated over the regions QF, respectively.
The process then follows the same methodology as in the proof of [31, Proposition 3.1],
or the proofs of [30, Lemmas 2.2 and 2.3], with the added weights W=*. A few new error
terms appear while integrating by parts, as some derivatives fall on W*. Additional
new terms appear to the fixed exterior boundary 92, but there are no new ideas in
the process. We describe the effect of this weight on the boundary terms, but omit
the rest for brevity.

Analogously to the appendix of [31, (A.1)], when the derivatives 020" hit the
matrix A we have the following identity,

Ja b i i Ha byl da—s ob—I i s l gk

0O AL = —AIIUOPUL AT — N 00O LS AL, A
1<s<a
1<1<b

Therefore, the second term of (3.44) becomes
(0907 WTNVq, 0“ORvpW) 1y ouy = — / MLV WAV gD vW p — R,
O=*

where R is the error term containing the lower-order derivatives hitting V*W. We
will specify briefly a computation over the two regions QF as there is a small difference
when integrating by parts over the region Q7 since it has an exterior fixed boundary
0f). We have, after integrating by parts,

—/ MO OP N WAV g0 0P v W
O+

__ / LG0T B g, 5 Ob TV (~NF) + / (89000 - ) (590w - N*) W
N o0
+ 5‘16?\112'?4;? (%éq,l éaanW,u) o -
Q+

Where the boundary condition (3.17d) implies that the term in 02 is an error term,

that we call Rggl, and, by the definition of W7 on I' (3.36b), the integral on T’
becomes

- / A0V AY G, 0Oy W (—NF)
r

gm,ab\lli %l g.aab ]%ka 6(7>\1+n)t
7/1“ t ¥ il LU Ay W
— . _ . e(_>‘1+n)t
= / 9w AL ((Vg* -7) 7' + (Vg™ - N) N') 097w A NF ———
r Ong
=N [ (Grop AT (0ot ATN) do + R
r

=N [ g (@00 ) (200 ) do R
T
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where

_ 4 _ _ J
’R;’lb”L = e(f)‘lJr")t/F 8“3?”\11“5427'@ (7112v+ ATN + I€2ﬂ+> (3“8?1}+ ~n”) 7qu+

do,
since the term Vg™ - N = dyg¢™, and ¢t along T is given by (3.4c). The last equalities
follows from the geometric identity AT N = J1,/g.n", where n” is the normal vector
to the moving domain.

We obtain therefore,
2

Hﬂl/Qaaab + . _|_ ”,Ul/2 (aaabq+8aabﬁqj v )

2 dt
+ elTAtmt / J 29, (070770 - ™) (9°00v™ - n®) do

L2,W+

+ r2e(TAtm)t / rr |5a8§’v+ -n”‘ do
r
=RI, +RET+ Ry, T,

where we have gathered all the residue terms of the interior into ’R;ﬁb. An analogous
process now with W~ in the region 2~ gives

2

e S | G T L A ]
— 6’(7)\1+77)t/ J2g. (5“3,{’“\11 -n") (5“8?117 -n") do
+ K2e(TArt)t / |8a3b Ten | do
=R,, +Rp . F
Hence, adding together the terms from both regions we obtain
Hul/Qaaab +‘L2 . th H 1/2 (B°0bq™ + 8O ut v )‘; -
L P T Tl L ] e

_ _ 2
+ g2e(mAtmt (‘\/ e (8‘”82{’1)+ ~n") + ‘\/ T (3“8,{’11’ -n") L2(F)>
+ e(7hFmt /F J 20 (5a8§m\l'+ 0" 9%OPvt - n — 9T " 9 OPv™ -n") do

(3.45)
=RE, AR, +RET+RET + R,

On the last boundary term of (3.45) we can factor the (9*0?*W* . n*) term, since on
the boundary T', both 0" and ¥~ are the same, obtaining

Ir = (At / 29 (0°07"T - ) (900" - n® — §°0pvT - n") do
r

(3.46) = e(*)‘1+’7)t/ J729,.(0°90" - n)[0%0v - n®| T do.
r
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Recall that on the boundary T, "U (¢, z) = x + h"(t, ) N(z), therefore,

0"0p" W = 9"Ofx + O"OPhFN + hFO"OPN + > 9" 7'ay T hr 'O} N,

s,l
and the normal vector

= ZO T A H@ION _nn (14 H@)ho)N) —

V(0R®)2 + (1 4 H(z)h")2

Then the boundary term (3.46) can be rewritten as

_ _ Oh* *
— o(=Atn)t —23aqbpk K2 anb,, _ _ Payb
Ir=e /FJH FUObh (1 + HR®) [a obw (N (HHhﬁ)Tﬂ_ RE,

where

Ryt = —elThtmt / J721+ Hh®) | [ h50%0P N + 0°0Px + Z 9 Lab = dlas N

r s,l

- (=0h"T + (1 + HR")N)
Y dhr *
: {a v (N — (HHhK)T)].

Recall from (3.28),

e (e )]

- / a2 (9°O0h") (8°OPh,) — Rt — Ry,
r

then we have

where
Reb e(*/\1+77)t / a26aabhn v - 5(1811(]\[ o Oh" . +
I's T K t t (1+th) B
. . " *
a—lab—s,,  Alas _
+) e {a - 0'o; (N (HHhN)T)]_).

s,l

First, observe that in this error there is a higher-order term hidden when the highest-
order derivatives hit the tangential derivative of ", i.e., a term of the form 9*T19¢h",
and must be considered carefully when we prove the energy estimates. Second, notice
that one of the factors has the regularized h”, but the other factor is not regularized,
since it comes from (3.28). Therefore, we must commute the smoothing operator A,
from h" to hy, to form the quadratic energy term. Recall that this operator commutes
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with the tangential derivatives and therefore
o= e [ G2 (@O AR) (0°0bh) — R~ R
r

= N[ G (GOIAR) (80} Ahi) — R~ REL -~ RE
r

comm

where R¢»  is a commutation error given by

comm

R _e<—A1+nﬂh/15a5¢(Anh)[An,aiéaaf}ht
T

Pulling out a time derivative and grouping the error terms, we recover the positive
definite energy term,

1d _ o 2 o
r=su <e< At /F a? (0°0pAxh) ) - Ry,
where Ry is given by

a 1 a a, a a
Rl"f = E/Fat< ( At 2) (a ab A h) Rco%m+RF,;+RFf'

Collecting all together we have

Hul/Qaaab +‘ 1/2 3aabq++aaab,@+ )‘2

L2, w+

rzwt 2dt H,u
2

1/23a9b,,—
(RSt R 1 T
+ gZe(~Artmt (|r: (aaagqﬁ ‘n )’LQ(I‘) + |r; (aaafv— -n”)|L2(F))

1 d _ / = 2 )
- (=A1+n)t 2 a 0b

+-— e ay, (0°0/Ach) do
2&( r (0%0yAh)

=R, +R,, + R+ Ryg,

2
1/2 8(16?(] +8aabn\p )‘

L2,wW—

where R{:" contains all the error terms in the boundary I' and Rj3 the errors in
0f). An analogous analysis can be done to obtain energy identities of the second
type by considering the differential operator 5“8?“ to (3.17b), and multiplying by
0%0PvtW* . For the interior derivatives we consider the differential operator 9202,
where a is now a multi-index, and 9 = 031032 is a combination of derivatives in all
Cartesian directions. The result follows by summing over the corresponding values of
a,b. See [31] for more details. d

Remark 3.11. In contrast to [31], when the time derivative is applied to the weight
e(=214Mt we obtain the obvious inequality

(=M + 77)6(_)‘1+")t / a’ (5“8,? A,,JL)2 <0 formn <A
r

Therefore, we do not need to prove estimates for this energy-critical term as it is
sign definite with a favorable sign. In particular, many of the technical complications
from [31] are eliminated.
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3.6. Energy estimates for the local theory. In this section we prove energy
estimates for the solutions of the regularized problem (3.17). The aim is to obtain
k-independent estimates, and therefore a uniform-in-~ time of existence for our family
of regularized solutions. We will accomplish this by using the energy identity (3.43),
and bounding the error terms in R(¢). As a first step, we prove short time a priori
bounds for VW=* and W.

LEMMA 3.12. Under the assumptions of Theorem 2.1, the derivatives of the weight
functions W+ satisfy the following bounds,

[VIWE|| < C(14 P(E(t))).

+ ||Wti||L°°(Qi) =

(%)

Proof. Without loss of generality we will show only the estimates in Q7. Since
W satisfies (3.36), standard elliptic estimates and the Sobolev inequality give

L Qe
2

[TWH | < O[5 < CEN o

1
< cel-nte (| |
< Ce +\8Nq+|2

On the other hand,

— 1
0 (3Nq+ )

where we used the lower bound for dyg¢™* from (1.25). The other components of the
H?(T') norm follow similarly, therefore,

< 1020Nnq* |12 |00NngT |24
LS & 53

+ +
o hss |, o

62 63

I5 < oper ).

IN

[VWH||,o < CeMAFME (14 P(EF (1)) .

Taking time short enough so that e(~*1FA7+Mt < 2 gives the desired bound. Next,
Wt satisfies the following problem,

(3.47a) AW =0 in QF,
B A1 +17) N
3.47b W = el(-2tn)t <( L — ! onT,
( ) t ong* (Ongt)?
(3.47¢) Wi = (=M1 + AT +7) e on 90

On the interface T,

+
Wi | oo ry < CelArtmt (' —Ai ol 1Ona: |)

1) 02
< O (1t g la75) < CeMHD! (14 PEF(1))

Therefore, by the maximum principle,
Wil < Cel XA PEL (1)),

which again, for a sufficiently short time, gives the result. 0



TWO-PHASE STEFAN PROBLEM 4979

LEMMA 3.13 (higher regularity for q). We have the following inequality,

(3.48) /0 et )| + [0 ()| ds < CE(t).

Proof. The proof of this lemma follows the same argument detailed in the proof
of [30, Lemma 2.4], so we will omit it for economy. O

PROPOSITION 3.14. For each k > 0, the energy function E.(t) is continuous in

[0,Tx], and there exists a constant C' and a polynomial P, both independent of K, such
that the following bound holds:

(3.49) Ex(t) < CE(0) + CVtP(Ex(t)) for all t € [0,T,].

Proof. First we show that the map ¢ — £.(t) is continuous on [0, T,]. The conti-
nuity of the terms of the type L?([0,]; H®) follows from the fundamental theorem of
calculus, and, for the norms ||0q™* (¢)|| o2, continuity follows from the parabolic reg-
ularity estimates that we carried out in section 3.2.2 for the solution of the regularized
equation (3.4).

Using the definition of h: (3.4d), we can obtain the continuity of h; € C([0,Tx];
HA(I")) and hyy € C([0,Ty); H*(I)), from the trace estimates for v* and v, respec-
tively, combined with the already known continuity of ¢ and ¢;. Moreover, the con-
tinuity of hy € C([0,7T,]; L3(T)) can be obtained from the three-time-differentiated
definition of /; in (3.4d), since, for a fixed x > 0, we have control of k|vi: - n”*| 2121,
so the fundamental theorem of calculus gives us the desired continuity.

Finally, from the higher regularity estimate (3.48), we have the norm h € L%([0, T, J;
H%(T')). This estimate, combined with the control of #|8% - n*[ 27, which implies
that hy € L2([0, T]; HS(T')), gives us by interpolation that h € C([0,T,]; H%(T)).

Now we will prove the estimate (3.49). The argument consists of carefully bound-
ing the error terms from the energy identity (3.43). Most of these estimates are done
analogously to the proof of [30, Proposition 2.5], so we will address first the new error
terms that appear as a consequence of having two interacting phases. These terms
appear in the last line of the definitions of RE,, R, with derivatives of the weight
function W#*. Consider, for example, on the positive region Q7 the errors

t
Rett / / (0°0¢qt +0"0pwt - vt) AT OOt VIW
o Ja+
I - -
R = = / / (°0bq™ + 0Pt -0 *) Wit

2 Jo Ja+
By Lemma 3.12, R2"" can be easily bounded as follows:
i

. /t HN1/2 (8°0bq* + o opwt ~v+)’
0

A | 2070007

L2,W+

<0 [[£56) D62 (14 P (5(9) s
0

< p( ap g,:(s)) / "D (5)12ds < VAP(EA(),

0<s<t
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where we used the bounds for AT from Lemma A.1, Holder’s inequality, and the
definition of the energy &, (t). In the same way we bound Rg*™* :

. I Wt
riv+) < 1 [ erio[ 2

The remaining error terms are dealt with in the same way as in the proof of [30,
Proposition 2.5], since the only difference, the weight W=, can be bounded in L>
using Lemma 3.6.

ds < tP(sup 5,?(5))

0<s<t

I,

Boundary estimates. We write the boundary error Rr as a sum of its integral
terms:

Rr = Ry + Ry, + Rpy + Ry + R

comm”®

Estimates for ’R;i’ The third term, as we have mentioned previously, is very
distinctive, since it has the same order as the energy. We will see now that, because
of our choice of W¥, this is not a problem.

/ R;: / / —A14n)t 2) (aaabA h)
= (—A1+n)/ /e(—*ﬁ")sai (900 A.h)
0o JI
t
+/ /6(*>\1+77)Sat(ai) (5(18?/\,{}1)2,
0 T

where we recall the meaning of H from section 1.7, and a, from Definition 3.7. The
first term is negative since —A; +n < 0 for 7 small enough, so we can eliminate it
from the estimates, and the second can be bounded by

: t
//e(—Aﬁ-n)sat (ai> (5“6?A~h)2 /E,i(s)
0 JT

/ £

where we used the estimates for J,; from Lemma A.3, the Sobolev embedding, and
the evolution equation (3.4d) for hf.

di(az)

a2

LOC
Jy Hhy
J. TarHW)|,

<t P(Ek(L)),

Estimates for ’Riﬂ;’ and ’Riﬂ: In these errors there are problematic terms that
contain higher-order derivatives of the normal vector to the reference curve. If the
reference curve were the initial domain (which is H), we would have at most 6 tan-
gential derivatives in L2, which is not enough to bound 9°N, since N contains one
derivative of the parametrization. Instead, the reference domain is a C*° curve, which
is o-close to the initial domain, described by a height function hg € HS, and o is a
fixed, but small parameter. Our energy estimates will therefore depend on the pa-
rameter o as well as the time of existence, but that will not interfere with the proof.
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We write the first error terms as

(3.50)

¢
/ Ry, (s)ds

0

t
- / / NS T2 (1 4 HRS)RE (90PN - 7) Ghr 3 0Lk
0 T

t _ 3 _ éh'{ +
_ (=A1+4n)s 71—2 K\LKE (Aagbar . K . Hanb _
/O/Fe JZ2(1 + Hh® )= (8°0PN - 7) dh {v oot <N — hnfﬂ_

+ lo.t.,

where “l.o.t.” stands for a collection of integral terms of the form

(3.51) /O t /F F(z,t)dzdt, or /O t /Q gl t)drdt,

that can be bounded to obtain estimate (3.49) using Holder’s inequality in a straight-
forward way. The first term of (3.50), after taking one copy of the smoothing operator
A, from h® = A A h and applying it to h, gives
(3.52)
t
I, = / / eMEMS 722 (1 HRE®) (Agh) (00PN - 7) OR* (00 Arhi) + Teomm,
o Jr

where I.omm is a lower-order commutator error given by

t
Teomm = / / Axh [AH, e(ZMEMs 722 (14 Hh®) (9°9PN - 7) éh”é“aﬂ hy.
0 T

The first term in (3.52) has too many tangential derivatives over A,h; since the index
a < 6, and the natural energy &,(t) can control at most 5 tangential derivatives of
A hi. We integrate by parts to pass one derivative to the other terms which are lower
order,

Ir,
t
S / / ) (e(_’\l“’)SJH_Q(l + HR®)(Aph)(8°0PN - T)éhﬂ) (918N hy) + Leomm
0 T

9 (J72(1 + Hh")(Ach) (00PN - T)OR)

< C\/i (=X1+m)t/2 Kga—labAHh
> le va t t|L§L2 J;l(l—i—Hh“)

Lo L2
+ l.o.t.
< VE En(t) 2P (1)),
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For the second integral term of (3.50), we notice that there is a higher-order term when
the operator 307 inside the braket hits the Oh" coefficient. Integrating by parts we get

Ir

3
8a+1 8b hE

t
— (=A1+47n)s 7—2 K\LKE(Haab AT . 31K
/ /e JZ2(1+ HR)h (@00 N - 7)0h {( o

} + l.o.t.

/ / (X4 é@( 2(1+ Hh®)h* (800N - )ah”([l(i';);» 90" + 1o

< Ct ’eHlﬂ)f/?J;l(l + HR®)590 b~

., PE() +1Lo.t.

<CtE.()YV2PEL()).

We now examine the error R’f; Notice that a similar situation occurs when the

derivatives 00? inside the bracket hits the term Oh*, but observe that now we can-
not just integrate by parts since there is another higher-order factor 9*+19Ph" inside
the integral. We extract a full derivative instead as follows:

t
/ Rt (s)ds
0

(—=A1+4n)s 1 K CLbH[.] aa+19by K
// T+ H P op s ot

= / / 6(7)\1+77)5J;2(1 + Hh")[v - T]t§5(é“8§’h“)2
0

:_,/ / (- /\1+n)sa (1+Hh”)[v T] )(aaabhn)

(J2(1+ Hh®)w - 7))
Jo2(1 4+ Hhr)? Lo L

<Ot MV TIN 1+ HR™)O 07 R |7 o 12

<t &L () P(EL(L)).

Estimates for the commutation error ’Rgo”mm

t
/R%m<s:f//ﬁdﬁwﬁwmmumﬂ%mﬂm
0 0 T

To bound this term, we will use the commutation estimate described in [17, Lemma 5.1],

|An(f5g) - fAmég‘o < C|f|W1,w(F)|g‘0,

where the constant C' does not depend on . Therefore,
t t
/R%mmws/éﬂmmwwmmmmmﬁﬁth
0

t
< P(EW(D) [ M [ a0 e

0

and

|[Ax, az0"0f] ht|0 = |a2|W1 oo () |0°~ 16bht|0'
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Notice that, since there is not a smoothing operator A, on h;, we cannot bound it
directly by the dissipation term D,;(t). Instead, we use the definition of h; from (3.28).

We have
- dh~ *
a—1q9b, o
{a o (N (HHh“)TﬂO

[v-7]*
+ P S
1+ Hh~

|07 P he |, <

’0 + l.o.t.

B
LOC

We notice that the second term, multiplied by e(=*1*M*/2 is an energy term that
is bounded by the L°°-norm in time. The first term now has the same number of
derivatives on v as the dissipation term Dy(t), yet it cannot be bounded by it as it
is a boundary norm. We have instead the following bounds using the control of the
norm Sy (t) with &£,(t),

_ Oh* *
a—19b, . _
oot (5 )]

< (|l apamv)* |+ |[aTor00vq) ) ) ‘ <N _ af};mf)

0

+ l.o.t.
LOO

IN

P(Ex(1)) (|0°07h" | + 107 al| 0.5 -

Therefore,

t t
/ Reb (s)ds < P(Ex(t)) / M2 (15900 R |y 4 |00ql sro.5-20) ds + Lot
0 0

< P(Ex(1))(tx(D)? + VEP(E4(1))) < VE P(Ex(t))-

Estimates for Rl‘if are straightforward, since it has a factor 2, and therefore we can
bound the higher-order factors inside of the integral in L?(I") and use the extra terms
in the energy with the s-coefficients to obtain the desired estimate. The error ﬁp(t)
can be studied similarly as Rr, but it is actually simpler, since ﬁ,p does not contain
the conflicting term R;: Thus, simple integration by parts and Sobolev estimates

suffice for obtaining the desired bounds. For the outside boundary error terms R;Q

and ﬁgﬂ, we capitalize on the boundary condition (3.17d), and the smoothness of
0f), which allows us to remove derivatives from the critical terms, and put them in
the smooth normal vector. The estimates for the interior errors R+ follow the same
methodology as the terms in R*. We will omit these estimates as there is no new
ideas involved in their bounds.

3.6.1. Estimates for the errors with o and ~.
R = / (0%0q + OOV - v)(9*0°)W i for a + 2b < 6,
Q=

R = / (0% g 4 94T - ) (9?02 )W u for a 4 2b < 5.
QO+
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Let us look at the case when a =6, b =0,

RSO < /i(57q + 0" - 0)PPaWpu + Lo.t. < C(|lqll7 + |"¥||7)||alls + Lo.t.
Q
< E1)Y?|als + Lo.t.

Now, recall that from the definition of « in (3.5) we get

t
l[edls < llexolls +/ I7($)llsds < llgolle + v Tellrllzz s < llgolle + C v/ T
0

Therefore the bound follows directly. Similarly for the other terms a, b, and for the
error terms involving v,

Rio = —/ (0%0Pq™ + 09" - )9y W + lo.t.,
oN
Res = / (90T gt + 9o9P T - 0)99Py W + Lot
oQ
since, after integrating by parts a tangential derivative, control for |94~1907| L2(T)
follows from the definition of 7 in (3.7). Counsider for example a = 6, b = 0, then,
0%y Lo 2 SNG° g o5 + VEIG | 2150ds + 121G || L2155

SC(1+\/T7),

where we have used the bound (3.10). Therefore, for T, small enough,
t
/ Royods S t E()2(1+T,) S t E()V2
0

The other terms of Ry, and 7%35 follow directly using the same ideas, so we will omit
them for brevity. O

3.7. Proof of Theorem 2.1.

Existence of solutions to the two-phase Stefan problem. The energy es-
timates of Proposition 3.14, and a continuation argument like the one described in
[15, section 9], gives us that there exists a k-independent time 7' > 0 such that the
following bound holds,

(3.53) E,:(t) < CEL(0) for all t €]0,T],

where C'is independent of k. The energy control of Proposition 3.9, and the definition
of the initial data "Qq, gives us the bound,

Sa(t) < P(E,(t)) < P(E4(0)) < CS(0) for all t € [0,T],

where we note that the polynomial P is also independent of k. We conclude then that
for all k > 0, the solutions to the k-problem exist at least until a k-independent time
T > 0, and they are bounded by

(3.54) S.(t) < CS(0) Vtelo,T)
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Consider now k = % and let n — oco. Let us define the reflexive Hilbert space
X(T) := {(qi,?m gt € L2 ([0, T); HO*=2 () for [ =0,1,2,3,
fhs € L? ([O,T];HS_QZ(F)) for s =0, 1,2} ,

then the uniform bound (3.54) implies that there exists a subsequence that converges
weakly in X (T') to a limit which we call (¢*, h), and that S(t) = S(¢*, h) also satisfies
the estimate

(3.55) S(t) < CS(0) Vtelo,T).
Since the space of functions such that S(T') is bounded imbeds compactly into
Ct? = {(¢*,h): g€ C* ([0,T);C° (QF)) nC ([0,T];C? (0F)),
he ' ([0,T);C)) nC ([0,T);C*(I)) },

we have that the subsequence in fact converges strongly to a solution (¢*,h) € C'12
of (1.10). This finishes the existence part of Theorem 2.1.

Continuity of S(t). An application of the fundamental theorem of calculus and
the bound (3.55) gives us continuity of the lower-order norms. Namely,

(3.56) Oig™ € C ([0, T); H2 (Q*)), olh e C ([0,T); H72/(T)), for 1 =0,...,2.

Moreover, since we have the higher regularity estimate (3.48), then ¢ ¢
L2([0,T); H'(QF)) and dl¢ € L2(0,T); HS2(Q*)), so we can use interpolation
estimates to obtain that in fact ¢= € C([0,T]; HS(Q%)), ¢ € C([0, T]; H*(Q*)), and
¢ € C([0,T); H*(Q*)). The same estimate (3.48) gives us that h € L*([0, T]; H%-3(T")),
and from the definition of h; in (3.28), we can actually recover a higher regularity
than L%([0, 7], H?(T)). Indeed, notice that

t
mlgies < [ -l s

where the right-hand side is easily bounded using the known higher-order estimates
(3.48). Therefore we have instead that h, € L*([0,7]; H%-5(')) and, consequently,
via interpolation, we have that h € C([0,T]; H¢(T")), hy € C([0,T], H*(T')) and hy €
C([0,T], H*(T")). It is left to prove then that the norms with the higher-order time
derivatives are continuous functions of time, i.e., ¢, € C([0,T]; L?>(QF)) and hyy €
C([0, T); IA(T).

The continuity of hyy(t) in L?(T) follows from the definition of h; in (1.10d) time
differentiated two times,

httt = [’Utt . TNL =+ 2’Ut . ’Flt +v- ﬁtt]+

The continuity of ¢& € C([0,T], H*(QF)), and the continuity of @'k in the lower-
order norms, gives us then that v € C([0,T], H'(QF)) and thus the continuity of
hitt follows. Finally, from the triple time differentiated problem (1.10a), we have that
¢, satisfies,

a5, = 0} (Ageg® — UF o),

where we see that all the terms of the right-hand side are continuous in L?(f2), in-
cluding the higher-order term Wy - v, since hyy € C([0,T], L*(T')). This concludes
the proof of the continuity in time of S(t).
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Uniqueness. The uniqueness can be derived from the energy estimates in a
straightforward way. A brief sketch of the argument is presented in [30], so we omit
the analogous proof in this article.

4. Global well-posedness. In sections 4.1-4.6, we shall collect all the necessary
ingredients for the proof of Theorem 2.2, which is presented in section 4.7. We shall
consider small initial data satisfying the hypothesis (2.2), which implies the bound

C &
4.1 EX (qF ho) < — —9
oy (2 10) < 1 P

where the denominator |¢| comes from (3.36b) and (1.27).

4.1. Bootstrap assumptions. As guaranteed by the local well-posedness The-
orem 2.1, we assume that the solution (¢&, h) to the two-phase Stefan problem (1.10)
exists on a time interval [0, 7] for some T > 0. For ¢y < € < 1 to be specified later,
we make the following bootstrap assumptions:

(4.22) 0 (1) + /Ot <Di(s) + DF(S)) ds < é

et et |

T e |’
(4.2b) sup Ex(s) < CEL(0),
0<s<T
(4.2C) Xi(t) = in% aNC]i > C|cli|e—()\1i—',-77/2)t7
HAS

where we recall the definitions from section 1.8.

Remark 4.1. Note that the bounds for the boundary norms €, D" satisfy (4.2a)
in both the + and the — case and, therefore, with ¢; = max{|c]|, |c;'|} we have the
bound

2

£ (t) +/Ot p(s)ds < <.

C1

As in [31], we will prove first that if 7 is the maximal time for which the solution
exists and satisfies the bootstrap assumptions, we actually improve upon the small-
ness assumptions (4.2a), (4.2b), and the lower bounds (4.2c). A standard continuity
argument then leads to the proof of global existence.

The following technical lemma will be fundamental for our analysis and it is a
direct consequence of the bootstrap assumptions. Intuitively, the lower-order norms
of the temperature have strong enough decay to counter the decay of the weight
e(= 21+t of the boundary norms. This will be used when proving the energy estimates
of Lemma 4.15, as we will be able to bound products of boundary and interior terms
by multiplying and dividing by the weight e(~*1+™* while still maintaining control
of the decay.

LEMMA 4.2. If the bootstrap assumptions (4.2) hold, we have that
Eg(t)ie’ﬂit €t +y

-
cxmi - = VR

(4.3)

with
FE=2XF — )\ > 0.
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Proof. Using the bootstrap assumptions (4.2b) and (4.2¢) we arrive at

_p* ~ gt
Eg[(t)e st _ CE;(O)e A=t

+
t
e(=x+mt = e(=A+m)t ’

< CE$(0)e™

Since by definition E (0) = S o 192G (0)[124 -, it follows from the compatibility
assumptions (1.17a), (1.17b) that E5 (0) < C||gg[|3. Therefore

_g+
Ej(t)e Ft
e(=Ai+n)t

_E 62 _E
< Cligy 7™ tscF(g()e (e

where the last inequality follows from the smallness of the initial data (2.2). |
Remark 4.3. Using a higher-order Hardy inequality as in [31, Lemma 2.1], we

obtain as well the following bound for the initial lower-order energy:

(4.4) E3(0) < C (K%)"[¢f?,

which, by inspecting the proof of the lemma leads to the following alternative bound:

EX(t)e#"t

8 4| £12 At

(45) WSC(K ) ‘Cl| e v .

4.2. Global estimates for W+ and energy equivalence.

LEMMA 4.4 (global estimates for W*). Let the bootstrap assumptions (4.2) hold.
Then W= satisfy the following bounds,

+ +
Ce° t Ce(a +n)t
4.6 < min WE(t.x) < Wt o)< 22—
(1O Gemper = W) Sy W) < T
where
(4.7) oF = -+ g > 0.

Proof. We use the bootstrap assumptions (4.2) to obtain the following bounds
for Onq*:

+
CletleM =12t < |ang*t| < llgF||2.25
< CEﬁi(t)l/ze—ﬁim <C (Ki)Q |cli|e<—%i+"/2>t,

where we used the Sobolev embedding H'2°(Q*) < L°°(QF) in the second inequality.
Now the proof follows analogously to the proof of Lemma 3.6 but using the above
bounds instead. 0

The natural energy € is defined by setting

t
(4.8) E(t) :== sup ET(s)+ sup £ (s) +/ (DT (s) + D (s))ds,
0<s<t 0<s<t 0
where £* and D* are defined by setting x = 0 in the definition (3.7) of £f and DI,
respectively. Note that the natural energy € contains the W*-weights for the interior
norms and an exponential-in-time weight for the boundary norms. Keeping track of
the weights allows us to prove a more precise lower bound on the energy € in terms
of (differently weighted-in-time) components of the total norm S(¢), which is defined
in (1.13).
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PROPOSITION 4.5. With the bootstrap assumptions (4.2) holding, and with € > 0
sufficiently small, there exists a constant C and a v > 0 such that

oFs ot t oFs +
sup 675(5)+ sup SF(S)+/ <(”W+DF(S)> dS
0

o<s<t (K*)2|cf|  o<s<t (K*)2|ct|

t t
< C sup EF(s)+ C/ ee_WiSEi(s)ds + C’/ DE(s)ds
0 0

0<s<t
(4.9) < CE(t).

Proof. The proof of this proposition follows the same steps as the proofs of [31,
Lemmas 2.9 and 2.10 and Corollary 2.11], with the caveat of adding the weights
W*. We will show the highest-order estimate for ilustration purposes, assuming
that we have shown suitable estimates up to ||g¢|ls.5, using the time differentiated

problems. We will omit the upper indices £ since both regions follow the same
argument. Consider (1.10a),

Ag=q+ VY -v+ ((6f —A¥AY) qu)
therefore,
10°Vallo < llaells + (10°V[lo + |0°lo + [[0%vllo)e'/ e ™P/2 4 Ce /2 (1) /2602,
10°Vallo < llgells + (10°V¥[lo + [0 T:llo + 00 ]Jo)e!/2e™ /2 + Cel/2e () /22,
Thus, using the estimates for ¥ and ¥, in terms of their boundary value, interpolat-

ing, and using that control of the i-divergence of Vq gives us control of the normal
derivatives. We obtain the bound

lalle.s < llaellas + ([hls + |hela + 10%0]lo)e/2e74/2 + Cet 2 (1)1 2e =012,

Recall that the boundary norms in the definition (3.7) of the natural energy € have
the weight e(=*1*™? and the interior norm of 9°v has the weights W as the summand
|0°v]| ;2.w+ appears in the definition. Therefore,

g(t>1/2

5 < s ol e 1/2 ,(M—n)t/2 _—
lolas < lallas + 0 (£ 2z o EOC

)61/26—@5/2+Ce1/2g(t)1/2e—ﬁt/2

o E(t)1/? -
<lgellas + Ce2E(@) 2t 1 (inf(V)V)I/fl/ze Bt/2

with 4 = Af — \; /2. The result then follows using the estimates for [|q|4.5. |

Remark 4.6. We will use this relationship in section 4.7 to prove the global sta-
bility theorem.

Remark 4.7. Notice that, just as in the one-phase problem, the exponential growth
introduced by bounding the norms of A with the natural energy is counterbalanced
by the decay of the lower order norms.

4.3. A priori bounds on h.
LEMMA 4.8 (suboptimal decay bound for h;). Under the bootstrap assumptions
(4.2), the following decay bound holds:

(4.10) |hilas < Ce (e—vﬂ/z n e—w/2> < Cee—Nt/2,
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Proof. The proof of this lemma follows exactly as in [31, Lemma 2.4], but instead
of multiplying and dividing by v/ X to obtain a boundary energy term, we multi-
ply by e(=*14mt " Since the boundary condition for h; depends on the jump of the
temperature gradients from both regions, we obtain the sum of the two exponen-
tial decays. The last inequality follows since we defined A\; = min{\, A\['}. Notice
that the weights W= do not show up in this proof, as this estimate only uses the
lower-order energy Ej3(t), which has no weights. d

Remark 4.9. A more precise statement can be achieved by following the bootstrap
regularity arguments of [31, Lemma 2.6], wherein we keep track of constant ¢; in our
estimates. In particular we have

|hi|2s < Cere ™Mt

which will be useful in Lemma 4.10.

LEMMA 4.10 (smallness of the height function). Suppose that the bootstrap as-
sumptions (4.2) hold. Then, for € > 0 taken sufficiently small,

(4.11) sup |h(s)|as < CVe,
0<s<t
while for the lower-order norms,
(4.12) sup |h(s)]e.s < Ce; and sup |h(s)]s < 061/201/4.
0<s<t 0<s<t

Proof. The proof follows the same argument as in the proof of [31, Lemma 2.6],
but again with the same modification as before, when instead of multiplying by v X'
we use e~ Mt We will show only the higher-order estimate for brevity. Recall the
interpolation estimate,

2 < © [ lliuts < [ aloaly "l
Then, using an improved bound for |h¢|25, we have
s < © [ Il < el [ iloe= g as
< C’céll/5 /t 6(7>‘1+77)S/2\h|6|ht|é/5e(7%7%")s ds.
0
Let 7 := % —+ %77 > 0. Then,

t
\h|i5 < Ceczf/lo/ ejys|ht|é/5ds
0

. 9/10 t
<o ([l (i)
0 0

t N 1/10
< Ceci’/lo (/ 6(21+g7’)56()‘1+n)5|ht|§)
0

" 1/10
< Cec/M? < /0 DF(S))

< 666/561/5,

1/10
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and the claim easily follows. Note that we have used Holder’s inequality, the definition
of p" from section 1.8, and the bootstrap assumption (4.2a). 0

4.4. Lower bounds on dxg*. The main objective of this section is to prove
a lower bound which improves the bootstrap assumption (4.2¢). The detailed study
of the decay rates of dyq* is of fundamental importance as it also determines the
growth and decay-in-time properties of the weights W*. We present the following,

LEMMA 4.11 (lower bound for X*(t)). Assuming the bootstrap assumptions (4.2)
with € small enough, there exists a universal constant C' > 0 such that

(4.13) XE(L) > Olc|e= AW +HAF 0t

Moreover, X< > 0 satisfies < C/e for some positive constant C. In particular,
with € > 0 sufficiently small so that C\/e < n/4, we obtain the improvement of the
bootstrap bound (4.2¢) given by

XE(t) > O|cE|e T +n/at,

We will omit the proof as it is detailed in [32, section 2.6], where a comparison
function is constructed using the so-called demieigenvalues and demieigenfunctions of
the maximal Pucci operators detailed in [42].

4.5. Improved bounds for the lower-order terms of the energy S(t). In
this section we prove the improvement of the bootstrap bounds for the terms EZ,
responsible for the decay of the below-top-order energy terms.

LEMMA 4.12. There exists a constant C' and € > 0 sufficiently small, such that if
the bootstrap assumptions (4.2) hold with such € and C, then the following improved
bound holds:

E5(t) < %Ef;(()).

Proof. Notice that the lower-order norms Eﬁi do not contain weights W# in their
definitions (see section 1.8). Therefore the proof of the lemma is analogous to the
proof of [31, Lemma 4.1] and we omit the details of the proof for brevity purposes.
In [31] the authors used elliptic estimates and a Poincaré inequality. Note that the
Poincaré constant is given precisely by the first eigenvalue of the Dirichlet—Laplacian
in each region QF, which gives us the different decay rates )\;—L in each respective
region. The basic mechanism for the decay of the H*-norm of the temperature ¢ is
exactly the same as in the standard heat equation. We cannot, however, propagate
this nearly optimal decay rate to the top-order norms of ¢ as that would require a
stronger control on the top-order derivatives of h than the one dictated by the natural
energy €. ]

4.6. Improved bounds for the energy &E(t). In this section we prove the
higher-order energy estimates to be used in the proof of Theorem 2.2 in section 4.7.
Most of the energy terms are dealt with using the same techniques as in [31], but all
the new terms that arise from the interaction of the two phases via the weights W+
are presented in detail. This is the price we must pay for eliminating the critical term
of [31], but we will see it is a low price to pay. As a starting point we first prove sharp
upper bounds on the space-time derivatives of the weights W+ as they will be used
crucially in dealing with the above mentioned critical terms.



TWO-PHASE STEFAN PROBLEM 4991

LEMMA 4.13 (global estimates for VIV* and Wti). Under the bootstrap assump-

tions (4.2), the derivatives of the weight functions W satisfy the following bounds:
eott eott
Wi | o (@) < P(K ) e’ and HVWiHLOC(Qi) < P(K)

et et

o
3nt

e

where we recall from (4.7) o = \F — A\ + 7.

Proof. Recall that W= solves the elliptic boundary value problem (3.47). There-
fore

1 ONGE | L~
(Wi oo (ry < Cel7A1Hmt ( + Ovai | )

XE(t) XE(t)?
< Colmint T +n/2)t (Ki)2|cﬂ€_3it/2
< (Ce
ler | ik

e(— AT +3n/2)t

< S (e

ol

(=M +2E+5n/2)t
< C(Ki)2e—
|01 |

o’it
< P(K)S—e,

|C1 |

And so the result follows from the maximum principle applied to Wti. To obtain the
bound on ||[VW¥ ||, we first use the Sobolev inequality and then the elliptic theory
to infer that

1
VW™ [ < C||[VW |15 < CeMFmE|——
aNq
(A AT +n)t
VW *|e < CITW 25 < Cel—M¥0) ] Lol
51\/‘1 H175(T) ey |

To estimate the right-hand sides, let us first estimate the L?(I')-norm of two
tangential derivatives applied to =——=:

oONg="
5 (1 _ Cléﬁwqi 1, o19°0na*o
8Nq:i: - X:ﬁ:( )3 X:I:( )2
||q 13 3(/\ +n/2)t ||q I35 2>\i+n)t
~ g ‘3 |C1 |2
< B i o | (B2 gt ot
= et et |
(AE+5n/2)t
(A" _ Ki)4+(Ki)26—nt)
ey |
(AT +5m/2)t
<PK)——F—,

|Cl ‘

where we used the continuous embedding H'/? < L*, the trace estimates, and the
bound (4.5). Recall as well the definition (1.14) of = = 2AF — 7. The same bound
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for |O( )|o follows analogously. As a result, we obtain that

1
ongE

(=A1+AF+n/2)t ot

e €

[VWE|| L < P(K)Te%t =P(K)—e
1

for some universal polynomial P. This concludes the proof of the lemma. 0

Remark 4.14. The proof of the lemma depends on the boundary estimates for
Wti and VW on I'. This inevitably leads us to study sharp upper bounds for the
reciprocals ﬁ, which in turn demands a very good understanding of the lower
bounds on the decay rate of the Neumann derivative Onq®. These ingredients are
provided by Lemma 4.11.

We can now prove the improvement on the higher-order bootstrap assumption
(4.2a). Notice that, because of the way in which the norm and the natural energy
are related in (4.9), we need to build the estimates with the appropriate coefficients
||, K*, and exponential growth e” t,

LEMMA 4.15 (higher-order energy estimates).  Suppose that the bootstrap as-
sumptions (4.2) hold with € > 0 and n > 0 sufficiently small. Then the following
bound holds:

&(t) < C&(0)

P(K)e? et(s)e” s £ (s)e? ®
+7+Oe+5 sup —————+ sup ————— + sup £ (s
AT P v e s kA e e I A

(4.14)

t D+(S) *s P () .
“, <(K+> e+ T (S>> d31 for all t & [0,T]

where P(K) is some universal polynomial, 0 < 6 < 1 is sufficiently small, and
£ = \E — \| +1/2 > 0 has already been introduced in (4.7).

Proof. Recall the energy identity (3.43) from Lemma 3.10, and notice that we
need only to prove bounds for the error terms R. We will exemplify this by showing
the estimates for RY,, defined in the statement of Lemma 3.10.

Bounds for RE . Let us rewrite RF, as a sum:

/R ZRabi+Rabj:+Rabi+Rabi+Rabi+Rabi

where R{** are the integrated terms written in the definition of Ra »; see Lemma 3.10.
The estimates for R}**, Ry"*, Ry"E, Ry"F follow the same strategy as in [31, sec-
tion 3.2]. The only addition is the presence of the weights W=, which we bound in
L™ yielding an additional exponentially growing term with a rate o* 4. It is there-
fore left to show that in every such error term, there exists a below-top-order energy
term which decays sufficiently fast to counteract the potential exponential growth
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stemming from W*. We illustrate this by estimating the term R{"*:

X D°AOV g5 oW | < ||0° Al| 4|0V q| 21050 |o||W || L~
Q

_ C n
< Clhlsllqll25 Ha%Hoﬁe(” +n)t
1

1/2,—Bt/2
S e o el
() €

ng:|ci|:|71/2 \/5 SF(t)1/2D(t)1/2€(Ui+n7’yi/2)t
F(K)

< 8" (0) + Co () et ey (B el

+ t)ea
< r Kﬂ: 4 €0 D (
_65 (t)+05( ) F(Ki)l/g (Ki)2|01i|7

¢

where 0% is given by (4.7), v+ = 2/\1i — A1, and, therefore, o& — 4 + 1 = —%)\1 +
3n < 0 for n sufficiently small. Note that we used (4.6) in the second line, the

definition of Eg in the third line, and the estimate (4.5) in the fourth line to bound
. Eg(t)/2ePt/2 + .4 (1/2_VEo  _—yFt/2 ;
the ratio =25 —57z— by CK=|ey | / \/ﬁe 77t/2 Tn the fifth line we used Young’s
inequality and in the last line the negativity of o — 4% + 1. Considering ey small
enough so that Cs(K i)“ﬁ < €, gives us the desired inequality.
We can apply an entirely analogous reasoning to bound the terms R;ﬂbi, j =
2,3,4. Integrating in time we therefore obtain that

R{I’bi‘FR;’bi“ng'bi +Rz‘bﬁ:

< O(e+5) sup (E""(S)e” s N 5_(8)6073 +£F(s)>

o<s<t \ (KT)2|cf|  (K7)2|er |

¢ DJr(s)e"+S D (s)e ¢ fi .
o <<K+>2c1+ TS )> ! ] |

The estimates for the terms RE, Ry, R, and RE follow the same methodology and
we omit the details.
The remaining integrals Rg** and R§"* in the definition of be (see Lemma 3.10)

are new error terms with respect to [31, 32] and they involve derivatives of the weights
W*:

t
Ry* / / (0°00q™ + 0" O™ - vF) AD* VI T,
0 Jo*

I - -
Rg’bi — 7/ / (aaafq:t + aaaf\p:t . U:I:)QWt:I:'
2 Jo Jax

To bound Rg’bi and Rg’bi we need upper bounds for VIWW* and Wti in L* provided
by Lemma 4.13. We will show that even for these terms, the additional exponential
growth is also counterbalanced by the decay of the lower-order norms. In the following
we omit the upper index =+ for simplicity, and consider only the hardest casea = 6, b =
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0, as the argument remains the same for the other cases.

(4.15)
Rg:G,b:O,i
t
= / 18%g + %W - v|o[|8°0]|o [ VW || Lo
0
P(K)

‘01 |

t
_ — +
/ (lalls + 13°®llollvll =) 130 loe” *€31eds

_ + — = +
10%0]oe” *e Ulloljv]| e |0%v]loe™ *e**ds,

where we used Lemma 4.13 in the second line. The first term of the rightmost side is
estimated as follows:

3 ot L 1/5 4/5 ot E
[19%vloe” "™ ds < 57 / Il lallgs o () 2> e

IN

K t
i|) / Eﬁi(5)1/106—5is/10D:|:(8)9/1Oeaise3nsd8
)

+ +
< — CsP(K Ei( Je(—AT+30ms o Di(s)> e? °ds
|C1 | / ( (Ki)2
CAREL) [y 10
le1 | 0 (K |01 |
o’is
< P(K) 60 5/ s,
et | F (K (K i \C |
where we note that & = )xli + A1 — 631/2 > 0 for n small enough. We used an
interpolation estimate and the definition of the norm ¥ in the first line, and Young’s

inequality in the third. Similarly, the second integral on the rightmost side of (4.15)
satisfies:

250 o]0 L= [8®0]loe” €7 ds

P(K) [*
< |(i|)/ [hls.5 B ()26l X+ D)3 s)1 /267 s s
Cl 0

t
< P(K)/ e(_/\1+n)s/2|h|5.5D(s)1/26‘7i56(—>\1i+)\1/2+317)5d8
0

t
§P(K)/ 5F(8)1/217(3)1/26(_)‘1/2+3’7)Sds
0

P(K)eg /t pE(s)
<é r C ( /\1/2+3n)sd )
<05 S OTOFRE fy BERIE ’

P(K)eg
F(K)1/2
term Rg‘bi in the case a = 6,0 = 0 we follow the same idea, but instead use the

Taking €g so small that < €, we obtain the desired inequality. For the error
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bound on Wit from Lemma 4.13:

t
RA=OH=0.% < = /0 0% + 05 - v||2|| Wy || Lo ds

P(K) ‘ 3 ot
B /(IIQ§+|36\III3IIUIZLm)e fe*Mds

P(K 2/5, 18/5 ok P(K) (* ot

b / ol ol e e + S [ AR gl et
1 0

P(K /Ei 0)L/3 (55 —B* 5 2m)a y g)4/5 AT 55 g

|Cl ‘

P(K)eo [ 10\ (Catisn/2)s
+W/ & (3)6 1 ds

P(K) /t - /t pE(s)e” s
< Cs Ez(0)e 7 ds + & — < ds+¢€ sup £ (s
ezl S 0 o (KhelE e e e )

<

IN

P(K)e2 /t pE(s) 4
4.16 <C’7+5 ————=—¢% %ds+e sup £"(s),
(4.16) TEFE) S ®HE Sup e (s)

where 3% = Ali + A1 —199/2 > 0 for a sufficiently small > 0. Note that we used
norm interpolation in the thlrd line and the exponential decay in the fifth line to infer
that F(K 1/2 fo s)el= AL +5n/2)s s < €supPg< < £ (s). This completes the proof of
the higher-order energy estimate. ]

4.7. Proof of Theorem 2.2. To finish the proof we consider 7 > 0, to be the
maximal time at which the solution exists and satisfies the bootstrap assumptions
(4.2). We will assume by means of a contradiction argument that 7 is finite, and will
obtain an improved estimate for the higher energy bootstrap up to 7, which, via the
local well-posedness theorem, will give us a contradiction to the maximality of 7.

From the global energy equivalence relation (4.9), we have that

£t (s) /t ( pE(s) + )
su 7605—1— sup £ + ——2 % "+ D (s) | ds < CE(1).
S e M e Ao M "

Therefore, using Lemma 4.15, we have that

ts) ¢ (g .
sup & () S 4 sup EF(S)+/O ((D()ea S—|—DF(S)> ds < C&(0)

o<s<t (K*)2|cf | 0<s<t K+)2|cf|
P(K)é& si(s)e"is /t pE(s)e” s
+———"-40(e+56) | su sup £7(s)+ —————+D"(s)] ds]|,
Fole] T 2R, e iR O e )

Taking § and e small enough, we can absorb the term in the rectangular brackets to
obtain

+

£
sup ie” 4+ sup £7(s)
o<s<t (K*)2|ci| 0<s<t

VRS e Yo PE)E
+ ((Ki)%ﬂ *””)d < CEO Ty
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Using the smallness condition on the initial data (4.1),

+

£5(s) =+
Sup ———>—c¢
0<s<t (K*)2|ct|

r ! Di(s) oFs r 6%
+ o e(6) + (<K>| o <S>> U < Fra T PE)

Taking €y small enough so that

@K *)*(1+ P(K)) _ €
F(K) =27

we obtain an improvement on the bootstrap assumption (4.2a),

+ 2
DE(s) =+ . ) €
e 4+ (s) |ds < ——
et | 2y |

+ t
(4.17) sup £ f) e’ 4 sup £"(s) +/ <

0<s<t |cf| 0<s<t 0
for all t € [0, T]. Therefore, by the continuity of the energy, we can extend the solution
by the local well-posedness theorem to [0, T 4 1), for some small Tj > 0, so that the
bootstrap assumptions hold up until 7 + 7. This contradicts the maximality of T,
and therefore 7 = +o0o, and the proof is complete.

Remark 4.16. Notice that not only have we obtained an improvement on the
energy bootstrap, but from (4.17) we also obtained that the higher-order norms &*
and p* decay at a rate e_"it with oF = Ali —MA1+n/2. Recall that A; is the minimum
of the two eigenvalues, which means intuitively that the temperature in the region
with smaller surface area decays faster to an equilibrium. Note however that the
norm £" measuring the size of the free boundary deviation from the reference domain
does not exhibit any decay, which is consistent with the idea that the asymptotic
equilibrium shape is selected from a continuum of possible nearby steady states.

Appendix A. Basic inequalities.

LEMMA A.1 (a priori bounds for A in terms of h). Let h € H3(T') such that
|h|5 is small, and consider W* the solution to the elliptic problem (1.7), and A* =
(V)L then,

(A1) 1A% | < 14 Clhl2.25 + O(hI3 55)-
Proof. We will omit the superindex 4+ throughout the proof for clarity. First, we
bound the difference V¥ — I, using Sobolev embedding and elliptic estimates:
VU —1Id|[ze <[V = Il1.75 < Clhl2.25.

Moreover, for 0 < s < 3,
V2|5 < Clhlst1s.

Using this we obtain
[A—=Id|e < [JA(Id = VE)|[L < C[| Al Lo |h]2.25.
Therefore,
[Alle < |1d[|ze + [A = Id||zoe <14 C|[A][Loe[Rl2.25,

[A] Lo <

1
—— < 1+Clh O(|h)2 ).
ST COlhlas = + Clhl2.25 + O(|hl3.25)
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Moreover we have that for 0 < s < 3,

[VA[s < C|h|st1.5- 0

LEMMA A.2. Considering he such that S(Ga,ha) < M, o = 1,2, we have that
there exists a time T, small enough so that the following bound for 0A = A1 — As
holds, for s > 1.5:

(A.Q) ||§A||LocHs < €|5Et|L2H~*+0-5
for any € > 0.
Proof.

t t
Ay — Ay = / Ay — Ay = —/ AL AIVOT] 4 (A1(A] — Ag) + (A — Ax)Ap) VT2
0 0

t
H5AHSS.Z;(HAlﬁH5WA%+1+%HAﬂM—%HAQHJH&MbHWﬂB+O,

(A.3)
VT || A1l e -

||(5A||LO0Hb S 5Et|L2Hs+0.S.
(1= VT.C(M))
Taking T}, small enough yields the result. O

LEMMA A.3 (bounds for J). Under the hypothesis of Proposition 3.9, there exists
a & >0 such that if t < &, then the determinants J* = det(VVU¥) satisfy the bound

(A4) <J< - onT.

N =
N o

Proof. For any of the regions Q%
J=det(VU) = 0! 1 U2, -0, 02, =1+ [(Uh,; —1) U2+ (V25 —1) — U, 02, ].
Now,

‘(\11171 _1) \11272 + (\11272 _1) - \11172 \11271 o
S| =1 [0 |+ W22 =1+ [0 | 920
<|VE = I{125([[ V125 + 1) + [VE = I3 o5
< Clhl1rs + Clhl3 75

(oo}

But, recall that h = hm—fg hi(s)ds, therefore, |h|s < \ho\s—l—fot |hi(8)]sds < |hols+
Vit|hi|p2ge with |hgls = O(c) which we can make as small as we want. Therefore,
taking ¢ small enough, and since we are considering |h¢|r2gs < M, we obtain that

|h|s can be made small for short time, and so

1—Clhl1.rs — Clh|T 75 < J <1+ Clhl17s5 4+ C|h3 75,

1
f§J§§0nF. O
2 2
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LEMMA A.4 (parabolic estimates for ¢"). Given ¢™ as in (3.19), there exists a
small enough time T}, independent of m, such that we have the following estimates:

g™ 122y + g™ 1721 + 6721a™ 7212 < C(M, qo) for all t € [0, T,],
where C(M, qo) is a constant independent of m.

Proof. Indeed, considering ¢ = ¢™ on the weak formulation (3.18) for { = 0, and
integrating in time, we obtain

t
(A5) 2™ ()]s +/ 1722V g g™ (s) 1§ + w72 [ 7172 [5ds < [|"Qo™[I5 + R,
0
where the error R is given by
t . —
R = / [ 0y (Jo) (™) — / J.B"q"do —|—/ asq™ g™ —|—/ J,Qozmqm} ds.
o LJa r Q Q
Using Sobolev and the Cauchy—Schwarz inequality for the terms of R, we have that,

t
R < / 7wt g™ 3 + 1™ lolg™ 2oy
+ [Tl oo 7%l oo Vg @™ olla™ o + 1Tl 2o @™ [lo]la™ [lo] ds
(A6) < CMyq0) + OVTEla™ Bapgs + la™ 20 12),

where in the last inequality we used Young’s inequality, trace estimates, and that by
definition, o™ and 8™ are bounded by a function of the initial data C(M, qo). Finally,
estimates for 4 from Lemma A.1, gives us that for small enough time (that does not
depend on m),

lg™ 17 < llg™ 15 + IVuza™ 1§ + 1A = 1|7 lla™ 17

< Ng™ 15+ IVega™ 1§ + ella™ |3,

therefore, [[¢™[17 < llg™ 1§ + [IV~3¢™|13, and combining (A.6) with (A.5) along with
the estimates for J,, from Lemma A.3, we obtain that for a time T/ < 1/4C?,

(A7) g™ e 2 + lg™ | Z2 51 + &7 21a™ 7212 < C(M, o).

Note that since the previous estimate holds up to any T}, < 1/4C?, if " < Ty, we
can extend the solution ¢™(t) past T/ all the way to T);, while still satisfying the
bound (A.7). |

LEMMA A.5. For a small enough time T, > 0, the operator ®, defined in (3.28)
1s a well-defined function from X7y, to itself.

Proof. From the definition of ®, (3.28), the definition of v* (3.17b), and the
regularization of A" (3.15), we have that h satisfy the initial data of X',;. The parabolic
estimates obtained for the solution ¢* of the linear problem (3.17) in section 3.2.2

are the key ingredients to show that ®,(h) = h € X},. We have, for example, by the
estimates for A% from Lemma A.1,

ohy
- ~ kAT o
sy = 02w - AT < [Vegeaih - Ay + A5, Vg - iy + ‘Vﬂ,+q+ .Tﬁ 1
+[Veg-di - il + A, Ve -7l + |V *fq_'TL;Z tlot
o~ it 1 tt 1 = (1+ Hh*) |, T

S Nl ll2s + llgsell2.s + R l2(llg ™ lls + [lg ™ 1ls) +Lo.t.
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Therefore, interpolating: ||¢i ||2.5 < ||qtit||§/2||qtit||é/2, and using the parabolic esti-

mates for ¢&, we obtain

1/2 1/2 —1/2 —1/2
el s oy S VIGEN L 0 1 T + Dl 22 g i 170)
+ thy Lo m2 (la" loo s + g™ |Loe pre) + Lot
< VIO (M) 4 tMgM
< VM,
where C (M) is a constant function of the initial data, and the last inequality follows

by choosing M so that M > My and T, small enough so that VIMy <1Vt <T,. A
similar estimate can be made for h; € H>(T),

[hels < C(lv* ls.5 + 07 [l5.5)(1 + [R"6)
< Cllg*llos + lla™ llos) (1 + [A%]6)?

_ 2
< Clllg*lo.s + lla~llos) (14 IASle + v/Tulh |2

_ 2
< Clllg*llos + lla~llos) (1+ Ih§ls + 7" VILlRf pore)

where on the third line we used the definition of 2" and the Cauchy-Schwarz inequal-
ity to get the term /Ty |h¥|r256. The next line follows from absorbing one of the
derivatives of the H® norm in exchange for the x~! coefficient due to the tangential
convolution structure of k. Taking the L? norm in time we obtain

1 _ 2
ulzess < CUla*laamos + g™ pmos) (14 le + 5y Tulh 2o
_ 2
< C(Mo) (1 + Ihils + 5 VTl Rl 25 )

Choosing M > C(My)(2 + |hols)? and T, small enough so that k= 1\/T, M < 1 we
obtain the desired inequality. The bounds for the other norms of h in the definition
of X4}, follow in similar fashion, so we will omit their proof for brevity. 0

Remark A.6. Notice that the time of existence T, depends on M, which is a
function of the initial data.

LEMMA A.7. The source function f defined by (3.32) satisfies the bound

(A.8) I fllz2mos < Carr™'/Tw S(8q,6h%)"/2,
where S(8q, 5h*) is the norm defined in (1.12) evaluated in the differences 5q and Sh*.
Proof. First, let us identify the higher-order terms of f,
f= 'ﬁijtt('ﬁlé‘céq’k )yi =0 - Wi — OV - Wit
— Vg - 6" Wy — wg - 0" Wy + 5'34&;‘(’3‘_115612% )i
(Ag) + 5’321; (lﬁlé‘cq%ﬁt?k )7i + l.O.t.,

where we group together in “l.o.t.” all the lower-order terms that can be bounded as in
(A.8) via a simple application of the Cauchy—Schwarz inequality and where the norms
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are directly bouded by the norm S(dq,dh). The first term in the definition (3.32) of
f satisfies the bound

143 e (A1 50, )i Nl 2 < CMIIV“\TJ;V%qHLng + Lo.t.
< CM|ﬁft1|LgH2||5QHL;>°H3-5
< Ca VTl 1o 12164 e s
< O/ Te8g]| L~ 55,

where we used the Cauchy—Schwarz inequality in the time integration to obtain the
coefficient v/T,. The second term can be bounded by

_ =1 =1
l6vee - wikllr < [16veel|1)|™Wy | oo + [[0vee || 4| V™5 || s
K, L 1K
< Cu (VU111 18ll25 + 16geell2) Ay |y + Lo.t.
< Cu(|hg 150104ll2.5 + [|6geell2) | Ayt |1 + Lo.t.,

therefore,

l|6vee - wlnHLle < CM\/E<||6‘1”L§°H2'5 + 10get]| oo r2)-
The third term can be bounded by
160 Dol s < CllSwl e rrvel i |
< CK_1||5U||L§°H1-5|ﬁftt1‘LfL2
< O/Q71\/ﬁ”aUHLf"Hlﬁmfﬁlh?"LQ
< CMH71@||5U|‘L?H1-57

where we used the smoothing of A,* in line 2, to lower the Sobolev norm in exchange
for the coefficient x~!. The fourth term can be bounded by

[vaee - 6" Wl p2prn < Cllvauel 2 07|15
< Cn (I |z o llaa e s + lgoanl| 2 a02)|0BF | Lo mrn + Lot
< CuVTa(|h2 pee sl a2l oo mrzs + [|gzeell Lo pr2) [0RF | oo g + Lot
< CM\/,-ZTR|6B?|L§°H1'
The fifth term,

[v2 - 0" Wyt L2 < Cllval|Lee s 16" st | L2 11

< Ollvallpge s [0 | 12
< Ok~ Mvall oo 1 50hfy | r2 12
< CM“_l\/ij‘fmftt\Lgom-
The sixth term,
1645 (A g2,k )oi L2 < 160" A1 V2 g2l 20 + Lot
< Oml|6Au|| L2 1 |l g2l Lo pras + Lo.t.

< Cupuv TH|5B?t|L?°H1-5-
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The last and most critical term needs to be analyzed in the actual H°® Sobolev
norm,
16742 (A1 Y q2eek ) i lz2mos < Cml|6"A Lo s [lgose|| L2 25 + oot
< CuVTaloht 2 g2 |l a2l 2 125
S CM \V4 TlﬁléhflLszv
where we used the bounds for §"4 from Lemma A.2, and that [|gos[|p2 25 < S(g2) <

Cyps. The proof then follows from collecting all the terms together along with the
straightforward estimates of the lower-order terms. O

LEMMA A.8 (error terms). The error terms from Lemma 3.10 are given by,

R(t) = RT(t) + R™(t) + Rr(t) + R, (t) + R (1) + R~ (1),

where
R¥*= Y Ri+ Y R,
a+2b<6 a+2b<5
RF: Z R%’b—‘r Z le{'b,
a+2b<6 a+2b<5
+ a,b Na,b
Roa = Z Rya + Z Res
a+2b<6 a+2b<5
S+ S+ o+
RE= > RL+ ). R
a+2b<6 a+2b<5
with

RE = 3 / @S0V LAT (~°0IV g + BBV WAV ) DO oW i
1<s<a-—1 Q*

1<1<b—1

+ 0P AVvIqOLvW
[9FS

- / (0°00q + 9°90T - v) (aaawa + ) cslaasaf—lAasaiw> W
o+ 1<s<a—1
1<i<b—1

- /Qi(éaafq + 00T - v)

. ( — 5“8,{?\11 cvp + Wy - 5“8?1} + Z cslga_saffl\lft . 038év> W
1<s<a—1
1<1<b-1

+ / (0900 q + 90"V - v)(9OPa)W
[oF

1 _ _ _ _ _
+5 / (0°00q 4 000 - )W, + / (0°00q + 0°O0W - v) AD"OP vV (W ),
QF 0+
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Ri,=— Y Csz/i5“_835“7%2—553@%1-5“8§)ij#
<s<a-1 Q
igz§b71

- / (WF10°00 (AL AL+ > cqd™ 20y UF, 0% 0} (ALAL)) g, 0% 0T Wi
Q+ 1<s<a—1
1<i<b—1

+ N FoRe A L A;éaﬁfiju
Q

— / (%00 g 4+ 92T W - w) (q/t - 00w + 0" 0F Al ;
O=*

1<s<a—1
1<i<b-—1

+ Z e (07500, - 9% 0l + 5“585_1A§553§Uj,¢))wu
+/ (%00 g 4 92T W - ) (D700 )W
(9=

+ % / (0°0yv)* Wi + / (0°0; g + 0“0y - v) (AFO“ O ) (W) i
O+ [oF

1 _
R =3 /F 0, (e<—*1+">tai) (007 Ach)?
— e(=Mtmt / J2(1+ Hh®)((R"0°OYN + 0%0%x
r

+ 3 9O W PAN) - (—Ohtr
=50

+ (14 Hh®)N))[00Pv - "] T

+ elmMtm)t / a20dPh" | [v- 0% Rt + Z ca0* 500y - 388iﬁ'£]+>
r

— (Tt / 0?0 (Axh)[Ay, a0 hy
T
2=t / (rF 800 B (5°00u™ - ) + v 800 (8°00u™ - 1))
T

— 2t 37 csz/ ((Ongh) a7 =0t - 9*0L(AT N)d*dfvt - ATN
1<s<a r
1<1<b

+ (Ong™)r0* 0y o™ - 9°0L(ATN)O v - ATN)
— r2e(TAAmt / (5“85*‘@642#5(#.%TN)(éaafw )Gk (Ong )T
r

+ 0O Al O AT N (@0 - n) T g (Ona ) )
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Ru = —e<*A1+">’f/J 21+ HRS)(BFO"OPN + Y cad* 0y 'hf0°0iN)
T

s<a—1
1<b—1

(=Oh"T + (1 + Hh®)N)[0°0) T v - n] T

+ e(TArFm)t / aiéaa§’+1m<[v.5aa§mt+ > csl[éasaf—sv.élafmt>
I 1<s<a-—1
1<I<b—1

+ [ O )1+ I 000 At 0y

+ et / 0O AghlaZd®, Aoyt h
+ (T / (0 oy A o(vt - AT N)O T AT N (OngT) !

+5ﬂab+1;ﬂ\1:%i T O(v™ - ATN)OOv™ - ATN(Ong ) ")
— k2= /\1+n)tzcl/ ((8,(9 lab syt 816 (ATN)) aaab+1ﬁ+)

(0" 0pv" - ATN)(Ong ™)
— (2070w DO} (ATN)) = 90y )0 0pv - ATN) (Ong ™))

+%2 /F ((éaafv+.ATN)2at(e<**1+n>t(aNq+)*1)

+ (8"0bv~ .ATN)Zat(eHl*")t(8Nq*)*1)) ,

R = — /d (070" + T -0)(@0yy = 3 eud" IO - FGNIW,
s,l
7%‘56 = / (6aai)+1q+ 4 5&85-1-1\1,-"- . v—i—)(gaa?,y _ chlga—laf—sv . 5latsN+)W
o0 ol
= Y ca / (1— aafsaf—lAg’asaiq,j +07390 " AL 9oL w* qu,j) LW

0<si<al
1<[s|<[a|—-1
1<I<b—1

- / (1 — p)dabwko® | Algeobv' W
[9FS

+ / (0°0pq + °0T -v) | (L= )W), Alo*0pv’ + (1 — W | (9°0P AlvY),;
O*

+ ) calorropt Aot oY)

0<st<at
1<]s|<lal—1
1<1<b-1
+ / 1) (0°00q + 0% - v)(9°OPW - v )W
O+

+ (0%0q + 090" - v) (9P ax) (1 — p)W.
o+
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b= Y e [ (- Aoty oot

where we have omitted the upper indices

o IA

st<al
[<lal
1<

1<

~IA o
In

+ / U, 007 (ALAL) + Z 0710wy, 0195 (AL AL)
O+

<, 0OV (1 — )W

+ - ooyt b Ao o (1 — )

+ / (0%0) g+ 070 W - w) (AL DT ) (1 — )W) i
O*

— / (000 g + 09y - v)
O*

U, 0°000 + 0" OP AL i+ Y e (097000 - 00

+0° 0y AL O ;| (1 — W
+ [ @alrig s o v)@oka) (1 - W,
[oF

+ inside the interior integrals for simplicity

of notation, but it is assumed that the functions ¢, W+, A+ o* W are being
integrated over the corresponding region QF.
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