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1. Introduction

1.1. Spectral theory on graphs, in particular on trees, is a fairly popular ®eld; see,
for example, the recent book [6]. In the standard setting, a graph is a
combinatorial object. In contrast to this, what we consider are metric graphs.
This means that we regard each edge of G as a non-degenerate line segment of
®nite length. This difference is important because it affects the nature of functions
on a graph: a function on a combinatorial graph is actually de®ned on the set of
its vertices, while a function on a metric graph is a family of functions, de®ned
on its edges and usually subject to some compatibility conditions at the vertices.

The Laplacian on G re¯ects both the metric and the combinatorial nature of
the graph: on the edges we have just Du � u 00 but the description of
Dom�D� involves compatibility (Kirchhoff) conditions at each vertex, whose origin
is rather combinatorial.

In this paper we study the eigenvalue problem on a rooted tree G:

ÿlDu � Vu on G; u�o� � 0: �1:1�
In (1.1), V is a given non-negative `weight function' on G, and o is the root of G.
A rigorous statement of the problem is described in § 3.1; it uses the techniques
of quadratic forms.

Our attention to the problem (1.1) was attracted by the paper [7] by W. D.
Evans and D. J. Harris. The spectral properties of the Neumann Laplacian DN in
L2�Q�, where Q is a domain in Rd, are determined by the nature of the
embedding of the Sobolev space W 1;2�Q� into L2�Q�. The compactness of this
embedding, and hence the discreteness of the spectrum of DN , heavily depends on
the regularity of the boundary ¶Q. In [7], the authors studied the properties of the
embedding of W 1; p�Q� into Lp�Q� for special domains with non-smooth (in
particular, fractal) boundary. A characteristic feature of these domains is that they
have a `ridge' or a `skeleton', this being a metric tree. It was shown in [7] that
the study of the mentioned embedding can be reduced to the investigation of a
weighted Volterra operator on this tree. For p � 2, such an operator is closely
related to the problem (1.1). This is discussed in § 3.3.

A boundedness criterion for weighted Volterra operators in Lp�G� was
established in [8]. The next natural question concerns quantitative characteristics
of these operators, in particular the behaviour of their approximation numbers.
Practically nothing was known about this subject until now. The results presented
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691the weighted laplacian on metric trees

in our paper give some answers for the case p � 2, when the approximation
numbers coincide with the singular numbers.

Let us describe the structure of the paper in more detail. In § 2 some pieces
of auxiliary material are presented. We de®ne the Neumann±Schatten operator
classes Cp and their weak analogues Cp;1, and discuss triangle inequalities in the
quasi-normed spaces Cp, Cp;1, with p < 1. We describe the technique of
quadratic forms which we will need further for the precise statement of our
problem. We also cite some results for eigenvalue problems similar to (1.1) on an
interval; we will use these results later, when we reduce our problem to a family
of 1-dimensional ones.

In § 3 the rigorous statement of the problem (1.1) is given. Namely, we
associate with (1.1) the self-adjoint operator AG;V on the Dirichlet space H�G�;
actually, this is a realization of �ÿD�ÿ1V .

Spectral properties of AG;V depend on V and on the geometry of G. In principle,
AG;V may be of any of the classes Cp with p > 1

2
, or Cp;1 with p > 1

2
, and our

results concern the whole of this scale. In § 3.4 we present the boundedness
criterion from [8], prove an elementary but very useful Trace class �C1� criterion
(Theorem 3.3), and then interpolate between the two criteria. This leads to the
upper estimates for AG;V in Cp and Cp;1 for 1 < p < 1.

The case p < 1 is investigated in much more detail. In particular, one of the key
questions analysed in the paper concerns the membership of AG;V in the class
C1= 2;1 and the validity of the Weyl type asymptotics. The corresponding
eigenvalue behaviour is ln�AG;V� � O�nÿ2� and ln�AG;V�, �pÿ1

R
G

����
V
p

dx�2 nÿ2,
respectively, which is typical for second-order differential operators in dimension
1. We suggest two different ways to treat the case p < 1. In both of them, the
problem is reduced to a family of 1-dimensional problems.

The well-studied case G � R� (see [3, 15] and references there) serves us as a
prototype for our ®rst approach (§ 4). The 1-dimensional problems arise as a result
of decomposition of the tree into a family of segments. Theorem 4.1 gives the
upper estimates for AG;V in Cp, with 1

2
< p < 1 and in Cp;1, with 1

2
< p < 1.

However, the results for general trees are not as exhaustive as the ones for R� .
The nature of this difference is discussed in § 4.2. The converse of Theorem 4.1
holds only under additional conditions on G; the corresponding result is given in
Theorem 4.6.

The second approach (§ 5) is based upon a useful orthogonal decomposition of
H�G�, described in Theorem 5.1. This decomposition is of quite a general nature,
related to the geometry of trees; it has analogues for combinatorial trees (with or
without conductances). For the simplest case of a binary tree without
conductances one such analogue was used recently in [1].

In § 6 we introduce a special class of trees, the so-called regular trees. We will
make full use of their properties later, in § 7. Here we show how the structure of
the space H�G� can be analysed for such trees.

The most complete results can be obtained if the tree is regular and the weight
is symmetric, that is, V�x� depends only on the distance between x and the root o.
This is done in § 7. Here the operator AG;V admits a decomposition into the
orthogonal sum of second-order operators on intervals (Theorem 7.2). This leads
to the complete spectral analysis of the problem.

In § 8 we discuss several examples. All of them fall into the situation described
in § 7, and our approach allows us to exploit the self-similar structure of the
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problem and on this basis to describe its spectral asymptotics. Sometimes it is of
the standard Weyl type, and sometimes it is of the same type as for many other
problems with self-similarity; see, for example, [9, 11, 12, 14].

We think it is important to obtain some general picture in the whole scale of
the classes Cp, Cp;1; this is done in § 3.4 and § 4. In addition to Theorems 3.3,
4.1 and 4.6, we would like to draw attention to the discussion in § 4.2. We present
there several examples and counter-examples, which demonstrate the strengths and
weaknesses of the general theorems.

We believe that the idea of the second approach applied to the regular trees
with symmetric weights is of particular interest. In this direction, the main results
are Theorems 5.1 and 7.2 and their illustration in the examples of § 8.

As a rule, the notation we use is standard, other notation is introduced in the
course of our presentation. Notation such as C2:4 for a repeated constant means
that this constant appears ®rst in the equation (2.4).

1.2. Geometry of a tree

Our understanding of a metric tree is the same as in [7, § 2]. Let G be a rooted
tree with the set of vertices V�G� and the set of edges E�G�. We assume that
#V�G� � #E�G� � 1. We regard every edge e as a non-degenerate closed line
segment, so its length je j is well de®ned. We assume that any two points y; z 2 G are
connected by a unique polygonal path. (This excludes the pathological situation of
in®nitely many vertices lying between y and z.) Then the distance between y and
z is de®ned as the length of this path. Endowed with this distance, G becomes a
metric space. The Lebesgue measure on G is introduced in a natural way.

We denote by o the root of G. Given two points y; z 2 G, we write y a z if y
lies on the path connecting o with z. The relation a de®nes on G a partial
ordering. If y a z, we denote

h y; zi :� fx 2 G: y4 x4 zg:
Given a point y 2 G, jyj stands for the length of the path ho; yi.

The branching number b�y� of a vertex y is de®ned as the number of edges
emanating from y. We suppose that b�y� < 1 for any y. We also suppose that
b�o� � 1 and denote by e0 the only edge emanating from o. For any vertex
y 6� o the degree of y, that is the quantity of all vertices z adjacent to y
(notation z , y), is b�y� � 1. We consider only trees with no leaves, that is
b�y� > 0 for any y 2V�G�.

The semiaxis R� becomes a tree if we choose a positive sequence yk % 1 and
call the points yk vertices. Their choice is indifferent.

Given a subtree T Ì G, we denote its root by oT. We say that T is a W-subtree
�T 2W�G�� if it satis®es the following property:

if oT 6� x 2 T and y s x, then y 2 T :

We call two subtrees disjoint if they have no points in common except, may be,
for their common root. Any two W-subtrees either are disjoint, or one of them is
a subtree of the other. We say that T is a W0-subtree �T 2W0�G�� if T is a W-
subtree and contains only one edge originating at oT . In particular, G 2W0�G�.

For any z 2V�G� put

Tz � fx 2 G: x< zg:
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The subtree Tz belongs to W�G� and splits into b�z� disjoint W0-subtrees rooted at
z. We call all of them daughter subtrees of Tz and denote them by T j

z , for
j � 1; . . . ; b�z�. Any subtree T 2W�G� rooted at z is the union of some of the
daughter subtrees of Tz. It follows that the set W�G� is countable.

2. Preliminary information

2.1. The spaces lp and lp;1
We begin with notation concerning countable families of complex numbers.
Let h � fhjg be such a family, indexed by elements j running over a ®nite or a

denumerable set J. The distribution function of h is de®ned as

n�l; h� � #f j 2J: jhjj > lg; for l > 0:

Given 0 < p < 1, we denote khkp :� khk lp
and, for 0 < p < 1,

khkp;1 � sup
l> 0

l�n�l; h��1= p: �2:1�

The space lp;1 � lp;1�J� is de®ned as

lp;1 � fh: khkp;1 < 1g:
This is a complete linear quasinormed space with respect to the quasinorm (2.1).

2.2. Operator classes Cp and Cp;1
Let H be a Hilbert space. By B � B�H� and C � C�H� we denote the spaces

of all bounded and all compact linear operators in H. The sequence of singular
numbers (counting multiplicities) of an operator A 2 C is denoted by
s�A� � fsk�A�g; if A 2 C is non-negative, its singular numbers coincide with its
eigenvalues. The corresponding distribution function is denoted by

n�l; A� :� n�l; s�A��; for A 2 C:

The classes Cp and Cp;1 are de®ned for an arbitrary p > 0 as

Cp � fA 2 C: s�A� 2 lpg; Cp;1 � fA 2 C: s�A� 2 lp;1g: �2:2�
The quasinorms in Cp and Cp;1 are induced by the de®nition (2.2):

kAkp :� ks�A�kp �
�X

k

s
p
k �A�

�1=p

and

kAkp;1 :� ks�A�kp;1 � sup
l> 0

l�n�l; A��1=p � sup
k

k 1=psk�A�:

2.3. Triangle inequalities in Cp, Cp;1
Here we present some inequalities for the quasinorms in Cp and Cp;1, with p < 1.

Proposition 2.1. (i) The following triangle inequality is valid in Cp

for 0 < p < 1: X
j

Aj

p

p

<
X

j

kAjkp
p: �2:3�
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(ii) For any 0 < p < 1 there exists a constant C2:4� p� such that for any family of
operators fAjg, with j � 1; 2; . . . ; of the class Cp;1 one hasX

j

Aj

p

p;1
< C2:4� p�

X
j

kAjkp
p;1: �2:4�

The triangle inequality (2.3) for p < 1 was proven independently by McCarthy
[13] and by Rotfeld [16]. For the proof of (2.4) see [17, § 3]. More exactly, it was
shown in [17] that the expression

sup
t > 0

�
t 1ÿp

X1
k�1

sk�A�
1� tsk�A�

�
is equivalent to kAkp

p;1 and meets the usual triangle inequality. This immediately
leads to (2.4). Moreover, the inequality (3.4) in [17] shows that one can take
C2:4� p� � 2pp= sin pp.

2.4. Quadratic forms

Here we recall some elementary facts concerning bounded quadratic forms in a
Hilbert space H. Let Q�u; v� be a sesqui-linear Hermitian form on H ´ H and
Q�u� :� Q�u; u� be the corresponding quadratic form on H. Note that Q�u; v� can
be recovered from Q�u� by the polarization formula, and is Hermitian if and only
if Q�u� is real-valued. Boundedness of Q�u� means that supfjQ �u�j: kuk � 1g < 1.
With any real-valued bounded quadratic form Q, a unique self-adjoint bounded
operator, say AQ , is associated by the following rule:

AQ u � f () Q�u; v� � � f ; v� for any v 2H: �2:5�
If necessary, we use for AQ more detailed notation, like A�H; Q�, and if AQ 2 C,
write n�l; H; Q� instead of n�l; AQ�. Recall that, according to the variational
principle, the non-zero eigenvalues of AQ coincide with the critical values of the
ratio (Rayleigh quotient)

R�u� � Q�u�
kuk2

; for u 2 H; u 6� 0:

Now we present a version of Proposition 2.1 which is convenient when dealing
with quadratic forms. Suppose that a Hilbert space H is decomposed into the
orthogonal sum of its subspaces,

H �
X

j

�
Hj:

Let Pj, for j � 1; 2; . . . ; stand for the corresponding orthogonal projections. Suppose
also that a bounded non-negative quadratic form Q�u� is given on H, and the operator
AQ is compact. Along with AQ introduce the operators AQ; j � A�Hj; Q� on Hj.

Lemma 2.2. Under the above conditions, one has

kAQkp
p <

X
j

kAQ; jkp
p; for 0 < p < 1; �2:6�

kAQkp
p;1 < C2:4� p�

X
j

kAQ; jkp
p;1; for 0 < p < 1: �2:7�
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Proof. Relations (2.6) and (2.7) are proved similarly. For de®niteness, we give
the proof of (2.7).

We have

kAQkp;1 � kA1= 2
Q k2

2 p;1 �
X

j

Pj A
1=2
Q

2

2 p;1

�
�X

j

Pj A
1=2
Q

��X
j

Pj A
1=2
Q


p;1
�
X

j

A1=2
Q Pj A

1=2
Q


p;1

: �2:8�

Now, consider the operators Pj AQ Pj. Clearly each of them coincides with AQ; j on

Hj and is zero on its orthogonal complement, so that s�Pj AQ Pj� � s�AQ; j�.
Therefore, for any p > 0,

kA1=2
Q Pj A1=2

Q kp;1 � kPj A1=2
Q A1= 2

Q Pjkp;1 � kPj AQ Pjkp;1 � kAQ; jkp;1:

Taking this into account and applying Proposition 2.1 to (2.8), we ®nally
obtain (2.7):

kAQkp
p;1 < C2:4� p�

X
j

kA1=2
Q Pj A1 =2

Q kp
p;1 � C2:4� p�

X
j

kAQ; jkp
p;1:

This completes the proof of Lemma 2.2.

It is worth observing that the relations (2.6), (2.7) are valid in spite of the fact
that, in general, AQ 6�

P
j Pj AQ Pj.

2.5. Eigenvalue problems on an interval

We will reduce our problem on the tree to a family of 1-dimensional problems.
The latter are well studied; here we present some results for them which we will
need later; see [3, 15].

Consider the eigenvalue problem

ÿlu 00 � Vu; u�a� � 0; u 0�b� � 0; �2:9�
on a ®nite interval I � �a; b� of length jI j � bÿ a. The corresponding Rayleigh
quotient is R

I Vju j2 dxR
I ju 0j2 dx

; where u 2 H 1�I �; u 6� 0; u�a� � 0: �2:10�

The formulation of the following result is borrowed essentially from [15]; for
proof and further references see [3].

Proposition 2.3. There is a constant C2:11 < 1 such that for any ®nite interval
I � �a; b� Ì R, any non-negative function V 2 L1�I � and any l > 0 the following
estimate for the eigenvalue distribution function of the problem (2.9) is valid:

l1=2n�l�< C2:11

�
jI j
Z

I
V dx

�1=2

: �2:11�

In [15] the result was stated for the problem with the Dirichlet boundary
condition at both ends of I. Our Proposition 2.3 reduces to this case by passing
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to the Dirichlet problem on the `doubled' interval �a; 2bÿ a� with the weight
function V1 obtained from V by re¯ection about the point b. This passage does
not change the eigenvalues. The important point in Proposition 2.3 is
independence of the constant factor C2:11 of the interval and weight function.
Actually, C2:11 � 1.

We will also need results on the eigenvalue problem for the equation

ÿl�gu 0�0 � Vu; u�a� � 0; u 0�b� � 0; �2:12�
on a ®nite or in®nite interval I � �a; b� with ÿ1 < a < b < 1. More exactly, let g
be a piecewise continuous and positive function on I. Introduce the weighted
Sobolev space

H�I; g� �
�

u 2 H 1
loc�I �: kuk2

H�I;g� :�
Z

I
ju 0j2g dx < 1; u�a� � 0

�
: �2:13�

We are interested in the operator generated by the quadratic form
R

I V ju j2 dx in
this space.

Corollary 2.4. Suppose that

l :�
Z

I

dx

g�x� < 1:

Then for the eigenvalue distribution function of the problem (2.12) one has

l1=2n�l�< C2:11

�Z
I

dx

g�x�
Z

I
V dx

�1=2

: �2:14�

Proof. The Rayleigh quotient for our problem isR
I V ju j2 dxR
I gju 0j2 dx

; where u 2H�I; g�; u 6� 0:

The standard substitution s � s�x� � R x
a gÿ1�t� dt reduces it to the ratio (2.10) for

the interval �0; l� and weight function g�x�s��V�x�s��, where x�s� is the function
inverse to s�x�. Applying Proposition 2.3 to this new problem, we obtain (2.14).

3. Setting of the problem. Estimates in the classes
Cp with p > 1, and Cp;1 with p > 1

3.1. The space H�G� and the operator AG;V

The Dirichlet space H�G� is de®ned as follows: we say that a function u on G
belongs to H�G� if it is absolutely continuous on G, u�o� � 0, and

R
G ju 0j2 dx < 1.

The latter integral is taken as the metric form on H�G�. Equipped with it, H�G�
becomes a Hilbert space.

Now let V 2 L1; loc�G� be a given non-negative function (weight) on G. On
H�G� we consider the quadratic functional

QG;V �u� �
Z

G
V ju j2 dx: �3:1�

696 k. naimark and m. solomyak

P



Suppose that this functional is bounded, that is,Z
G

V ju j2 dx < C

Z
G
ju 0 j2 dx; for u 2H�G�:

Then we call V a Hardy weight; see § 3.4.1 for the complete description
(borrowed from [8]) of Hardy weights on trees. Here we only note that any Hardy
weight must be integrable away from the root, since for arbitrary d > 0 the space
H�G� contains functions which are equal to 1 for jx j > d. The required behaviour
of V near the root is not related to the geometry of the tree and is the same as for
the well-studied case of an interval (see [3]). For simplicity, and without essential
loss of generality, we often assume V 2 L1�G�.

Our main object is the operator AG;V :� A�H�G�; QG;V�; cf. § 2.4. According to
(2.5), for a given u 2H�G� the function f � AG;V u is the unique element from
H�G� such that Z

G
Vuf dx �

Z
G

f 0f 0 dx for any f 2H�G�: �3:2�

The assumption V > 0 is not necessary in order to de®ne the bounded operator
AG;V by (3.2): it is enough to assume that jV j is a Hardy weight. Thus admissible
weights form a linear space, where interpolation is possible. We use such
interpolation as a technical tool in some proofs. However, if not stated otherwise,
everywhere in this paper we assume the weight to be non-negative.

In order to represent AG;V u in a more explicit way, we need some more
notation. Let z 6� o be a vertex of G and b � b�z�. Given a function f 2H�G�,
denote by fÿ its restriction to the edge terminating at z and by f1; . . . ; fb its
restrictions to the edges originating at z. Finally, denote

� f 0 ��z� �
Xb

j�1

f 0j �z� ÿ f 0ÿ�z�:

Standard reasonings show that (3.2) corresponds to the differential equation

ÿf 00 � Vu on each edge e 2 E�G�; �3:3�
with the following conditions at the vertices:

f �o� � 0; �3:4�
fÿ�z� � f1�z� � . . . � fb�z�; � f 0 ��z� � 0; for z 2V�G�; z 6� o: �3:5�

Our main goal is the investigation of the eigenvalue behaviour of AG;V . According
to (3.3)±(3.5), any eigenpair fl; ug satis®es the equation ÿlu 00 � Vu on each edge
e 2 E�G� and the conditions (3.4) and (3.5) at the vertices. It is useful to write down
the Rayleigh quotient corresponding to this eigenvalue problem:

R�u� �
R
G V ju j2 dxR
G ju 0 j2 dx

; for u 2H�G�; u 6� 0: �3:6�

3.2. Harmonic functions from H�G�
The set of compactly supported functions from H�G� is not necessarily dense

in H�G�. We denote by H±�G� its closure and by H�G� the orthogonal
complement of H±�G�. The functions from H�G� are called harmonic. It follows
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from the de®nition that any harmonic function from H�G� is linear on each edge
of G, and hence determined by its values at the vertices. In other words, the set of
harmonic functions on the metric tree G is the same as on the combinatorial tree
with weights (conductances), when the weight of the edge e is je jÿ1. Recall that
the tree G is called recurrent if H�G� is trivial; otherwise, it is called transient
(see, for example, [18]). In particular, R� is recurrent.

Along with AG;V we also consider the operators

A±
G;V :� A�H±�G�; QG;V�; AH

G;V :� A�H�G�; QG;V�: �3:7�
Evidently any estimate for n�l; AG;V� yields the same estimate for these two
operators. Note that A±

G;V can be referred to as the inverse to the weighted
Dirichlet Laplacian on G.

We pay special attention to the following question. The space H�G� is rather
`poor', so one may expect that n�l; AH

G;V� � o�n�l; AG;V�� as l! 0. In Theorem
6.3 we point out a condition under which this relation holds, and in § 8 we give
examples showing that this is not always the case.

3.3. Formulation in terms of Volterra operators

An equivalent description of the problem can be given in terms of the singular
number behaviour for a weighted Volterra operator in L2�G�:

�KG;W v��x� � W�x�
Z
ho; x i

v�t � dt:

Indeed, assume that KG;W is a compact operator and recall that the squared
singular numbers s2

n �KG;W� are the stationary values of the ratio

kKG;W vk2
L 2�G�

kvk2
L 2�G�

; for v 2 L2�G�; v 6� 0: �3:8�

The mapping v�x� 7! u�x� � Rho; x i v�t� dt de®nes the natural isometry between

the spaces L2�G� and H�G�. In terms of u the ratio (3.8) turns into (3.6) for
V � jW j2. So we arrive at the following conclusion.

Lemma 3.1. The operator KG;W is compact in L2�G� if and only if AG; jW j 2 is
compact in H�G�. Moreover,

s2
n �KG;W� � ln�AG; jW j 2�; for n � 1; 2; . . . :

3.4. Estimates in Cp for p > 1, and Cp;1 for p > 1

Locally, any tree is 1-dimensional; therefore n�l; AG;V� grows at least as
O�lÿ1=2� as l! 0. We are interested in the conditions on V guaranteeing
AG;V 2 Cp or AG;V 2 Cp;1 , for p > 1

2
. In this subsection we treat the cases p � 1

and p � 1 and then interpolate between them. The more complicated case p < 1 is
investigated in §§ 4±5.

3.4.1. Boundedness criterion. The main result on the boundedness of AG;V is
due to Evans, Harris and Pick [8]. It is given there in terms of Volterra operators.
We present it as applied to our situation.
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Let K be a subtree of G containing o, and denote by ¶K the set of boundary
points of K. We mean here the boundary points in the topology of G, so they are
all a ®nite distance from o. A point t 2 ¶K is called maximal if every x s t lies in
GnK. Denote by M the set of all subtrees K Ì G containing o whose boundary
points are all maximal. For K 2M de®ne

aK � inf

�
kukL 2�G�:

Z t

0
ju j dx � 1 for all t 2 ¶K

�
:

The following statement gives a boundedness criterion for AG;V (equivalently, for
V being a Hardy weight); see [8, Theorem 3.1].

Theorem 3.2. The operator AG;V is bounded if and only if

sup
K 2M

�
aÿ2

K

Z
GnK

V dx

�
< 1: �3:9�

Remark. Condition (3.9) is hard to verify in practice. This fact also affects
the applicability of Theorem 3.4 below, which depends on choosing a `model'
Hardy weight. For a special class of trees, we can give a simpler description of
symmetric Hardy weights (that is, V � V�jx j�); see the Remark after Theorem 7.2.

3.4.2. Trace class criterion. Here we give a simple necessary and suf®cient
Trace class condition for the operator AG;V .

Theorem 3.3. The operator AG;V belongs to C1 if and only ifZ
G
jx jV�x� dx < 1; �3:10�

and moreover

kAG;Vk1 � Tr AG;V �
Z

G
jx jV�x� dx: �3:11�

Proof. Based upon Lemma 3.1, we get directly

kAG;V k1 � kKG;
���
V
p k2

2 �
Z

G
dx

Z
ho; x i

V�x� dy �
Z

G
jx jV�x� dx:

The relation (3.11) is an extension to trees of a well-known result for the semi-axis.

3.4.3. Interpolation: p > 1. Based on Theorems 3.2 and 3.3, we obtain estimates
in the classes Cp and Cp;1 with p > 1, by means of interpolation; see [2] for an
exposition of interpolation techniques. The results we shall obtain are of a
`parametric type': they involve an auxiliary Hardy weight as a parameter. For
operators on Rd, estimates of a similar character were found in [5].

Let W > 0 be a normalized Hardy weight, that is,Z
G

W ju j2 dx <

Z
G
ju 0 j2 dx; for u 2H�G�: �3:12�

Assume that the function V satis®es jV j< CW; then AG;V is well de®ned and
kAG;V k< C. Interpolation between this boundedness condition and the Trace class
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criterion (3.10) leads to the following result. In its formulation V is assumed to
be non-negative, though in the proof we consider arbitrary weights in order to
use interpolation.

Theorem 3.4. Let W > 0 be a normalized Hardy weight. Then for 1 < p < 1,

kAG;V k p
p �

X
k

l
p
k�AG;V�<

Z
G
jx jV p W1ÿp dx �3:13�

and

kAG;V k p
p;1 � sup

l > 0

�l pn�l; AG;V��

< C3:14� p� sup
t > 0

�
t p

Z
x2G: V�x�=W�x�> t

jx jW dx

�
: �3:14�

Proof. It follows from (3.12) that for any real function V one has

kAG;V kB < kV Wÿ1kL 1�G�: �3:15�
On the other hand, the equality (3.11) after the passage to sign-inde®nite V turns
into the inequality

kAG;Vk1 <

Z
G
jx j jV�x�j dx: �3:16�

Let us write (3.15) and (3.16) in a consistent way. Denote eV � V Wÿ1. Consider
the family of weighted spaces L�p � Lp�G; jx jW� and the mapping

P: eV 7! AG;V :

Now (3.15) and (3.16) can be interpreted as

kP eVkB < k eVkL �1 and kP eVk1 < k eVkL �
1
:

The complex interpolation between these two inequalities gives kAG;Vk p < k eVkL �p ,
for 1 < p < 1, which is exactly (3.13). The real interpolation with the functor
K1=p;1 gives kAG;Vk p;1 < c� p�k eVkL �p;1 . (The weak spaces Lp;1 are de®ned
similarly to the weak spaces lp;1; for more details, see, for example, [2, § 4.2].)
Replacing the quasinorms in Cp;1 and in L�p;1 by their explicit expressions, we
come to the inequality (3.14) with C3:14� p� � c p� p�.

4. Estimates in Cp and Cp;1 with p < 1: ®rst approach

It follows from Theorem 3.3 that under the assumption (3.10),
n�l; AG;V� � o�lÿ1� as l! 0. For the weight functions decaying fast enough,
n�l; AG;V� should grow more slowly, the limiting case being n�l; AG;V� �
O�lÿ1=2�, which is typical for 1-dimensional problems. We suggest two general
ways to obtain estimates of the order n�l; AG;V� � O�lÿp� with 1

2
< p < 1, the

®rst is presented in this section, and the second in § 5.
In the ®rst approach we choose a partition Y of the tree G into a denumerable union

of segments hyj; zj i, whose interiors do not intersect. It is not necessary (and not
always convenient) to assume that yj; zj 2V�G�. Given a partition Y, with any
function V > 0 on G we associate the sequence hh � hh�V � � hh�V ; Y� � fhj�V �g,
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where

hj�V � � jz jj
Z
hyj; z j i

V dx:

4.1. The upper estimates

Denote by x j the characteristic function of the segment hyj; z j i, and let
Vj :� Vx j. If the operator AG;V is bounded in H�G�, then the operators AG;Vj

are
also bounded and, moreover,

AG;V �
X

j

AG;Vj
;

the series converges at least in the weak sense. Indeed, for any u; v 2H�G� one hasX
j

�AG;Vj
u; v�H�G� �

X
j

Z
hyj; z j i

Vuv dx �
Z

G
Vuv dx � �AG;V u; v�H�G�:

Consider the operator AG;Vj
. We have QG;Vj

�u� � 0 on the subspace Fj Ì H�G�,
constituted by the functions u vanishing on ho; z j i. Hence the non-zero spectrum
of AG;Vj

does not change if we restrict QG;Vj
to the orthogonal complement F'

j

which consists of functions u 2H�G� such that u 0 � 0 outside of ho; z j i.
Identifying ho; zj i Ì G with the segment �0; jz jj� Ì R, we see that for u 2F'

j the
ratio (3.6) turns into the ratio (2.10) for I � �0; jz jj�. Proposition 2.3 applies to
the corresponding problem (2.9) and gives the estimate

l1=2n�l; AG;Vj
�< C2:11

�
jz jj

Z
ho; z ji

V dx

�1= 2

:

Therefore,

kAG;Vj
k1=2;1 � sup

l > 0

�ln2�l; AG;Vj
��

< C 2
2:11jz jj

Z
h yj ; z j i

V dx � C 2
2:11h j �V �: �4:1�

Now we are in a position to prove the main result of this section.

Theorem 4.1. Let Y be an arbitrary partition of G.

(i) The following holds:

kAG;Vk1=2
1=2;1 � sup

l > 0

�l1 =2n�l; AG;V��< C4:2

X
j

h1=2
j �V � � C4:2khh�V �k1=2

1=2
: �4:2�

If the expression on the right-hand side of (4.2) is ®nite, then the Weyl type
asymptotic formula is also valid:

lim
l! 0

l1=2n�l; AG;V� �
1

p

Z
G

V 1=2 dx: �4:3�

(ii) For 1
2
< p < 1,

kAG;Vkp
p �

X
k

l
p
k�AG;V�< C4:4� p�

X
j

h
p
j �V � � C4:4� p�khh�V �kp

p: �4:4�
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(iii) For 1
2
< p < 1,

kAG;Vkp
p;1 � sup

l > 0

�lpn�l; AG;V��

< C4:5� p� sup
t > 0

�t p #f j: hj�V � > tg�

� C4:5� p�khh�V �kp
p;1: �4:5�

The constant factors C4:2, C4:4, C4:5 do not depend on the choice of Y.

Proof. Proposition 2.1(ii) and (4.1) imply (4.2) with C4:2 � C2:4� 1
2
�C2:11.

Further, it follows from (3.16) that

kAG;Vk1 <
X

j

Z
h yj ; z j i

jx j jV�x�j dx <
X

j

h j�jV j�;

which gives (4.4) for p � 1 with C4:4�1� � 1.
We use interpolation in order to derive the other estimates. Denote by Xj the

space L1�hyj; z j i� endowed with the norm k f kXj
� h j� f �. The estimates just

obtained show that the mapping P: V 7! AG;V is continuous when acting between
the spaces

P: l1=2�fXjg� 7! C1=2;1�H�G��
and

P: l1�fXjg� 7! C1�H�G��:
Apply to P the interpolation functor Kv; r (see, for example, [2]) with
v � 2ÿ pÿ1, so that v 2 �0; 1� for 1

2
< p < 1. We obtain (4.4) taking r � p and

(4.5) taking r � 1.
Finally, the set of all compactly supported weight functions 0 < V 2 L1�G� is

dense in the quasi-Banach space de®ned by the condition that the right-hand side
of (4.2) is ®nite. For such V the asymptotic formula (4.3) is clearly valid. The
result extends for all V from the above space by the well-known fact on the
continuity of the asymptotic coef®cients, see for example, [4, Lemma 1.18].

4.2. Discussion

Remark 1. Certainly the estimates (4.4) and (4.5) are meaningful only if the
series on the right-hand side of (4.2) diverges.

Remark 2. The sequence hh�V ; Y� depends heavily on the partition, and for an
inappropriate choice of Y the estimates (4.2), (4.4) and (4.5) can be rather rough.
Moreover, the quasinorms khh�V ; Y�kp and khh�V ; Y�kp;1 for different choices of
Y may be non-equivalent.

Example 4.2. Let G � R� and

V�t� �
�

ck for t 2 �22 k

; 22 k � 1� with k 2N;

0 otherwise:

Then for the partition Y1: R� � �0; 1�È ÿS1
j�1�2 jÿ1; 2 j �� we ®nd (ignoring zero

terms) that

hh�V ; Y1� � f22 k�1ckg; where k 2N;
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and for the partition Y2: R� � �0; 2�È ÿS1
j�1�22 jÿ 1

; 22 j ��,
hh�V ; Y2� � f22 k� 1

ckg; where k 2N:

It is clear that hh�V ; Y2� cannot be estimated through hh�V ; Y1� either in l p or in
l p;1 for any p > 0.

Example 4.3. Again let G � R� and

V�t � �
�

0 if t 2 �0; 1�;
ck if t 2 �2kÿ1; 2 k� with k 2N:

For the partition Y1 from Example 4.2,

hh�V ; Y1� � f22 jÿ1cjg; where j 2N; �4:6�
and for the partition Y2: R� �

S1
j�1� jÿ 1; j �,

hh�V ; Y2� � f jckg; where k 2N; 2kÿ1 < j < 2 k: �4:7�
It is easy to see that for any 0 < p < 1, hh�V ; Y1� can be estimated through
hh�V ; Y2� in both l p and l p;1, and the converse is wrong.

We see from these examples that taking `too long' or `too short' segments
makes the estimates (4.2), (4.4), (4.5) rough. It is always reasonable to take
partitions which satisfy the condition

m1 < jz j j= jyj j< m2; 1 < m1 < m2: �4:8�
In particular, suppose that for a given tree G each edge hyj; z j i 2 E�G� except for
e0 satis®es (4.8). Then it makes sense to include these edges in the partition.
Additional division points can be put on e0 to satisfy (4.8) as well.

Actually, for any q > 1 it is possible to choose Y in such a way that jz jj � q jy jj,
for j 2 Z. Indeed, order the vertices of G by their distance from the root:

0 � jo j < jy1j < jy2j< jy3j< . . . :

In this construction, we mean by `path' an in®nite path starting at o. Such a path
J can be viewed as a copy of R� with the t-coordinate corresponding to the
distance along J, the notation like �t; qt � Ì J becoming clear.

Take ®rst any path J1 and introduce the ®rst set of segments by

J1 �
[
i2Z
�qiÿ1jy1j; qijy1j �:

Next, take the vertex y1 and choose the paths J2; . . . ; Jb� y1� so that
Jk Ç Jl � ho; y1 i for any 1 < k < l < b�y1�. The segment ho; y1i is already taken
into account; the new set of segments is obtained by dividing

Jknho; y1i �
[1
i�1

�qiÿ1jy1j; qijy1j �; for k � 2; . . . ; b�y1�:

Now, proceed by induction. Assume that the paths corresponding to the vertices
up to ynÿ1 are already taken into account. Take the next vertex yn; note that at the
moment only one path (call it eJ1) passes through it. Choose paths eJ2; . . . ;eJb�yn� so
that eJk Ç eJl � ho; yni for any 1 < k < l < b�yn�. Now get the new set of segments
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by dividing

eJknho; yn i �
[1
i�1

�qiÿ1jynj; qijynj �; for k � 2; . . . ; b�yn�:

Clearly, as a result of this inductive procedure, we get a required partition. We call
such Y a q-partition; we have for it m1 � m2 � q. However, for different q-partitions
(with the same q) khh�V ; Y�kp and khh�V ; Y�kp;1 still can be non-equivalent.

Example 4.4. Let G be binary tree (that is, b�z� � 2 for any z 2V�G�, z 6� o),
with all edges having the same length 1. Choose any in®nite path starting at o;
denote it by J. Let V be a weight function on G such that supp�V � Ì J, and on J
take V to be the same as in Example 4.3. We now describe two 2-partitions, Y1

and Y2, of the tree G. Following our construction, we note that segments which
do not intersect J give zero terms in hh, which we ignore.

First partition. This way is natural: choose the ®rst path J1 in our construction
to be exactly J, and write J � �0; 1�È ÿSi2N�2 iÿ1; 2 i ��. Then

hh�V ; Y1� � f22 jÿ1cjg; for j 2N;

which coincides with (4.6).

Second partition. Again, we describe only the segments which intersect J.
Take paths Jn such that Jn Ç J � �0; n� 1�, and which are represented as
Jn � �0; n�È ÿS1

i�1�2 iÿ1n; 2 in��. Contribution of Jn comes from only one of its
segments, namely, �n; n� 1� Ì �n; 2n� Ì Jn. So,

hh�V ; Y2� � f2nckg; where k 2N; 2 kÿ1 < n < 2 k;

which is equivalent to (4.7).

We come now to the same conclusions as in Example 4.3.

Remark 3. For the semiaxis R� the results of Theorem 4.1 are well known;
see [3] where further references can be found. In [3], the 2-partition of R� was
taken. Estimates (4.4) and (4.5) in the case of R� hold for all p 2 � 1

2
; 1� and are

in a sense invertible.
Invertibility here means that the ®niteness of the right-hand side of (4.4), (4.5)

is not only suf®cient but also necessary for the ®niteness of the corresponding
left-hand side. The estimate (4.2) is `weakly invertible': the ®niteness of its left-
hand side implies that hh�V � 2 l1=2;1. The lack of such invertibility for general
trees is clear from Remark 2; in § 4.3 we give the corresponding inverse results
for a special class of trees.

Technically, the validity of (4.4), (4.5) for all p 2 � 1
2
;1� in the case G � R� is

due to the fact that hh�V � 2 l1 ensures the boundedness of AR�V , and it is possible
to interpolate between the results for p � 1

2
and p � 1. This boundedness result

does not extend to general trees, and for 1 < p < 1 we gave estimates of a
different sort in Theorem 3.4.

Example 4.5. Let G be a binary tree such that je0j � 1 and jz j � 2jyj for any
edge hy; zi 6� e0. Take

V�x� �
�

0 if x 2 e0;

jx jÿ2 otherwise:
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Then V 62 L1�Gne0� and for this reason cannot be a Hardy weight. At the same
time, take the natural partition of G into the union of its edges. The initial edge e0

does not contribute to khh�V ; Y�k1. All the other edges satisfy (4.8) and contribute
term 1 to hh�V ; Y�; thus hh�V ; Y� 2 l1.

Remark 4. The estimate (4.4) for p � 1 is implied by (3.11), and, in general,
is weaker than (3.11). However, if (4.8) is satis®ed, then h j is equivalent toR
hy j ; z j i jx jV dx, and (4.4) for p � 1 becomes invertible. For p 6� 1, the results of

Theorem 4.1 can be inverted only under additional assumptions on G.

4.3. The lower estimates

Here we prove the result converse to Theorem 4.1 for a speci®c class of trees.
The reasonings are basically the same as for R� (see [3]), with some technical
complications arising.

Let all the edges hyj; z j i 2 E�G�, except for e0 , meet the condition (4.8). Denote
e0 � ho; y1;1i and choose yk;1 2 e0 so that hyk;1; yk�1;1i, for k � 0;ÿ1;ÿ2; . . . ;
satisfy (4.8). De®ne the extended set of vertices by V 0�G� �V�G�È fyk;1g0

k�ÿ1,
and let E 0�G� be the corresponding extended set of edges.

Theorem 4.6. Let G satisfy two assumptions:

(a) there exists B > 1 such that b�z�< B for all z 2V�G�;
(b) any edge e0 6� hyj; z j i 2 E�G� meets the condition (4.8).

Let Y be de®ned by G � Se2E 0�G� e, where E 0�G� is as above. Then there exists a
constant C > 0, depending only on m1, m2 and B, such that

n�l; AG;V�> �3B�ÿ1n�Cl; hh�V ; Y��: �4:9�
In particular, for some C1; C2 > 0,

kAG;Vkp > khh�V ; Y�kp; for 1
2
< p < 1;

kAG;Vkp;1 > C2khh�V ; Y�kp;1; for 1
2

< p < 1:

Proof. First, let us introduce convenient notation for the vertices and edges of
G. We say that y 2V�G� is of generation k if the closed segment ho; yi contains
exactly k � 1 vertices from V�G�. Denote all the vertices of generation k by yk;m,
where 1 < m < n�k� and n�k�< Bkÿ1 is the number of such vertices. This is
consistent with the notation y1;1, and if for k � 0;ÿ1;ÿ2; . . . we put n�k� � 1,
then V 0�G� � fyk;mg for k 2 Z and 1 < m < n�k�. The edge from E 0�G� whose
endpoint is yk;m is denoted by ek;m, and its length by jek ;mj.

Now, for each pair �k; m� let the function vk;m 2H�G� be linear on each edge
e 2 E 0�G� and such that vk;m equals 1 at yk;m and at all of its adjacent
descendants, and equals 0 at all other vertices from V 0�G�. It is not dif®cult to
see that

R
G jv 0k;mj2 dx < C jek;mjÿ1; here C depends only on m1, m2 and B.

Fix l 2 f0; 1; 2g; then the functions v3 k� l;m for different k and m are disjointly
supported. Denote Fl � Spanfv3 k� l;mg, for l � 0; 1; 2.

Consider the operator A0 corresponding to the restriction aG;V W F0. By the
variational principle, n�l; AG;V�> n�l; A0�.

Denote by Dk ;m the union of edges emanating from yk ;m. For u 2F0 , with
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u �P c3 k;mv3 k ;m, we have

aG;V �u�>
X
k ;m

jc3 k ;mj2
Z
D3 k ; m

V dx;

Z
G
ju 0 j2 dx < C

X
k ;m

jc3 k ;mj2jek ;mjÿ1:

Therefore,

n�l; AG;V�> n

�
Cl;

�
je3 k;mj

Z
D3 k ;m

V dx

�
k ;m

�
:

Similar relations hold for F1 and F2, so we get

3n�l; AG;V�> n

�
Cl;

�
jek ;mj

Z
Dk ; m

V dx

�
k ;m

�
: �4:10�

By the assumption (a), Dk ;m consists of at most B edges. Let e be one of them;
then je j< c jek ;mj, where c � m2�m2 ÿ 1��m1 ÿ 1�ÿ1. Thus,

n

�
l;

�
jek ;mj

Z
Dk ;m

V dx

�
k ;m

�
> Bÿ1n

�
cÿ1l;

�
je j
Z

e
V dx

�
e2E 0�G�

�
: �4:11�

For e � hyj; z j i 2 E 0�G� , we have

h j �V ; Y� � jz jj
Z

e
V dx;

and

je j � jz jj ÿ jyjj> jz jj ÿ mÿ1
1 jz jj � �1ÿ mÿ1

1 �jz jj;
so

h j �V ; Y�< m1�m1 ÿ 1�ÿ1je j
Z

e
V dx:

Therefore,

n

�
l;

�
je j
Z

e
V dx

�
e2E 0�G�

�
> n��1ÿ mÿ1

1 �l; hh�: �4:12�

Finally, (4.9) follows from (4.10)±(4.12).

Combining the results of Theorems 4.1 and 4.6, we arrive at the following conclusion.

Corollary 4.7. Under the assumptions of Theorem 4.6, one has

ckhh�V ; Y�k1=2;1 < kAG;Vk1=2;1 < Ckhh�V ; Y�k1=2;

c1khh�V ; Y�kp < kAG;Vkp < C1khh�V ; Y�kp; for 1
2
< p < 1;

c2khh�V ; Y�kp;1 < kAG;Vkp;1 < C2khh�V ; Y�kp;1; for 1
2
< p < 1:

Remark. If V is integrable at o, it is convenient to deal with the `natural'
sequence ehh�V ; eY� rather than with hh�V ; Y�:

ehh � ehh�V ; eY� � �jz jj
Z
h y j ; z j i

V dx

�
hy j ; z j i 2E�G�

; eY: G �
[

e2E�G�
e: �4:13�

Exactly as in the case of R� (see [3]), this sequence can replace hh in the upper
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estimates (Theorem 4.1), but not in the lower ones (Theorem 4.6). However,
Corollary 4.7 implies qualitative results for V 2 L1�G�:ehh 2 l1=2 �) AG;V 2 C1 =2;1 �) ehh 2 l1= 2;1;
and

AG;V 2 Cp () ehh 2 lp; for 1
2
< p < 1;

AG;V 2 Cp;1 () ehh 2 lp;1; for 1
2
< p < 1:

�4:14�

(One should take into account the fact that according to Proposition 2.3 the

contribution of e0 into n�l; AG;V� is of the order O�lÿ1=2�.)

5. Estimates in Cp and Cp;1 for p < 1: second approach

5.1. An orthogonal decomposition of H�G�
The approach we develop here is based upon a special decomposition of the

space H�G�.
In order to avoid some technical complications, we restrict ourselves to the

trees meeting the following additional condition. Denote

L�G� :� supfjy j: y 2 Gg< 1:

Then we require

#fy 2V�G�: jy j< lg < 1 for any l < L�G�: �5:1�
A path in G is called maximal if it is not a part of another path. It follows from

(5.1) and from the assumed absence of leaves that all the maximal paths in G
have the same length L�G�.

With any subtree T 2W�G� we associate a subspace FT of H�G�. Namely, a
function u 2H�G� belongs to FT if and only if

u � 0 outside T �5:2�
and

u�x� � u�y� provided x; y 2 T and jx j � jy j: �5:3�
Clearly, for disjoint W-subtrees these subspaces are mutually orthogonal.

Recall that given a vertex z 2V�G�, we set Tz � fx 2 G: x< zg 2W�G�, and
denote by T j

z , for j � 1; . . . ; b�z�, the daughter subtrees of Tz. Set

Fz �
Xb�z�
j�1

�
FT

j
z
:

The reader should not mix the notations Fz and FTz
. Evidently FTz

Ì Fz, and
we de®ne

Gz �Fz 	FTz
: �5:4�

Note that To � G coincides with its only daughter subtree; thus Go � f0g.
Theorem 5.1. For an arbitrary tree G satisfying (5.1), all the subspaces Gz

�z 2V�G�� and FG are mutually orthogonal; in fact, if u and v belong to
different such subspaces, thenX

jx j � t

u 0�x�v 0�x� � 0 for almost all t > 0: �5:5�
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Moreover,

H�G� �FG �
X

z2V�G�

�
Gz: �5:6�

In order to prove this theorem, note that the mapping

I: u�x� 7! f �x� � u 0�x�
de®nes the natural isometry between the spaces H�G� and L2�G�, so it is enough
to prove a similar statement for L2�G�. Namely, for any T 2W�G� and any
z 2V�G� de®ne the respective subspaces of L2�G�: F 0

T � I�FT�, G 0z � I�Gz�.
Clearly, a function f 2 L2�G� belongs to F 0

T if and only if it satis®es (5.2) and
(5.3). Also, analogously to (5.4),

G 0z �F 0
z 	F 0

Tz
: �5:7�

Again, G 0o � f0g. A function f 2F 0
z belongs to G 0z if and only ifX

x s z: jx j � t

f �x� � 0 a.e. �5:8�

It is easy to describe explicitly the orthogonal projections P 0T , P 0z onto the
subspaces F 0

T , G 0z. On the interval

IT � �jo�T �j; L�G�� �5:9�
consider the piecewise-constant function

gT�t� � #fx 2 T: jx j � tg;
it may be called `the branching function of the subtree T'. It is always ®nite, in
view of condition (5.1). Then clearly

�P 0T f ��x� �
1

gT�jx j�
X

y2 T: j y j � jx j
f �y� for x 2 T ;

0 for x 62 T :

8><>: �5:10�

Let us analyse the formula (5.10) for a particular case when T � eTz is one of
the daughter subtrees of a given subtree Tz. Let hz; ez i be the initial edge of eTz.
Then, according to (5.10),

P 0~
Tz

f � f on hz; ez i;
P 0TÄz

f on eTznhz; ez i:
(

�5:11�

In particular, let Tz � eTz � G; denote e0 � ho; z0i. Then

P 0G f �
f on e0;

P 0Tz0
f on Gne0:

(
�5:12�

In view of some general formulas from the geometry of Hilbert space, we
derive, from (5.7),

P 0z f �
Xb�z�
j�1

P 0
T

j
z

f ÿP 0Tz
f : �5:13�

Now we see that Theorem 5.1 is an immediate consequence of the following result.
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Lemma 5.2. For an arbitrary tree G satisfying (5.1), all the subspaces G 0z
�z 2V�G�� and F 0

G are mutually orthogonal; in fact, if f and g belong to
different such subspaces, thenX

jx j � t

f �x�g�x� � 0 a:e: �5:14�

Moreover,

L2�G� �F 0
G �

X
z2V�G�

�
G 0z: �5:15�

Proof. First, for the subspaces F0G and any G 0z, (5.14) is implied by (5.3) with
T � G and (5.8). Further, let y; z 2V�G�. If y ê z and z ê y, then the subtrees Ty

and Tz are disjoint, which implies (5.14) for G 0y and G 0z. Now, assume that z s y
and let f 2 G 0y and g 2 G 0z. The function f satis®es (5.3) on all the daughter
subtrees of Ty. The function g vanishes outside Tz (which is completely contained
in some daughter subtree of Ty) and satis®es (5.8). So, (5.14) also follows for G 0y
and G 0z with z s y.

In order to verify (5.15), ®x an edge e. Let z stand for its endpoint. Let
o; z0; . . . ; zn be all the vertices lying on the path ho; zi, so zn � z and
e � hznÿ1; zn i. We suppose ®rst that e 6� e0. Fix a function f 2 L2�G� and
consider its projections PG f ; P 0z 0

f ; P 0z 1
f ; . . . ;P 0z nÿ 1

f , restricted to the edge e. To
simplify notation, we drop the sign of this restriction. According to (5.13), (5.11),
and (5.12) we get:

P 0G f � P 0Tz0
f ;

P 0z0
f � P 0Tz1

f ÿP 0Tz0
f ;

� � �
P 0znÿ 2

f � P 0Tznÿ 1
f ÿP 0Tznÿ 2

f ;

P 0znÿ 1
f � f ÿP 0Tznÿ 1

f :

It follows that if f is orthogonal to each component of the sum on the right-hand
side of (5.15), then f � 0 on each edge e 6� e0. The same is true for e0 , which
follows directly from (5.12). So f � 0 on G.

5.2. Realization of FT as a weighted Sobolev space

Let T be a W-subtree and IT be the interval (5.9). Introduce the Hilbert space
H�IT ; gT� (cf. (2.13)) consisting of functions v such that

kvk2
H�IT ;gT � :�

Z
IT

jv 0�t�j2gT�t� dt < 1; v�joT j� � 0: �5:16�

For a given u 2FT , let v be the function on IT such that u�x� � v�jx j� for x 2 T;
it is well de®ned in view of (5.3). Then the operator

UT : u 7! v

is an isometry (identi®cation operator) between the spaces FT and H�IT ; gT�.
The de®nition of Gz and the above realization of FT imply that Gz can be
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identi®ed with an appropriate subspace of the orthogonal sumXb�z�
j�1

�
H�IT ; gT

j
z
�:

More precisely, let fv1; . . . ; vb�z�g be an element of this orthogonal sum. In view
of (5.8), it belongs to the subspace in question if and only ifXb�z�

j�1

v 0j�t �gT
j

z
�t� � 0 a.e. on �jz j; L�G��: �5:17�

Let us discuss the structure of H�IT ; gT�. Denote by H±�IT ; gT� the closure of
C 1

0 �IT� in the metric of H�IT ; gT�, and by H�IT ; gT� its orthogonal complement.
Clearly, H±�IT ; gT� � UT�FT Ç H±�G�� and H�IT ; gT� � UT�FT Ç H�G��.

Any function v 2H�IT ; gT� is harmonic with respect to the metric form (5.16),
that is, is continuous on I, linear on each interval where gT�t� is constant and
satis®es the boundary condition v�joT j� � 0 and the standard transmission
condition at the points where gT has jumps. The only possible solutions are
c ´ vT where

vT�t � �
Z t

joT j
ds

gT�s�
: �5:18�

This function belongs to H�IT ; gT� if and only if

,�T � :�
Z

IT

ds

gT�s�
< 1: �5:19�

We arrive at the following result.

Lemma 5.3. Let (5.1) be satis®ed. Then for a given W0-subtree T the subspace
FT Ç H�G� is non-trivial if and only if the condition (5.19) is ful®lled. In this
case FT Ç H�G� has dimension 1 and is generated by the function uT :� Uÿ1

T vT .

5.3. A preliminary estimate

We start with a statement of a rather general nature, which is implied by
decomposition (5.6) and Lemma 2.2. Then in the next subsection we derive from
it somewhat more detailed information.

In what follows the notation A�FT ; V � stands for the operator in the subspace
FT Ì H�G�, generated by the quadratic functional (3.1) (more exactly, by its
restriction to this subspace). Similar notation will also be used in other cases.

Lemma 5.4. Let G be a tree satisfying (5.1). Then

kAG;Vk1=2
1=2;1 < C2:4�1

2
�
X

T 2W0�G�
kA�FT ; V �k1=2

1=2;1; �5:20�

kAG;Vkp
p < C5:21� p�

X
T2W0�G�

kA�FT ; V �kp

1= 2;1; for 1
2
< p < 1; �5:21�

kAG;Vkp
p;1 < C5:22� p� sup

l > 0

�lp#fT 2W0�G�: kA�FT ; V �k1=2;1 > lg�;

for 1
2
< p < 1 : �5:22�
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Proof. It follows immediately from (5.6) and (2.7) for p � 1
2

that

kAG;Vk1=2
1=2;1 < C2:4�1

2
�
�
kA�FG; V �k1 =2

1 =2;1 �
X

z2V�G�
kA�Gz; V �k1=2

1=2;1

�
:

Note also that A�Fz; V � is the orthogonal sum of the operators A�FT
j

z
; V �. By the

variational principle

n�l; Gz; V �< n�l; Fz; V � �
Xb�z�
j�1

n�l; FT
j

z
; V �; �5:23�

which implies that

kA�Gz; V �k1=2
1=2;1 <

Xb

j�1

kA�FT
j

z
; V �k1=2

1=2;1: �5:24�

Summing up the inequalities (5.24) over all z 2V�G�, we arrive at (5.20).
The same reasoning but based on (2.6) for p � 1 rather than on (2.7) gives

(5.21) for p � 1:

kAG;Vk1 <
X

T 2W0�G�
kA�FT ; V �k1 < C

X
T 2W0�G�

kA�FT ; V �k1=2;1: �5:25�

The last inequality is just a coarsening of the ®rst one.
Now we can interpolate between (5.20) and (5.25). This is done exactly as in

the proof of Theorem 4.1, the only difference being that instead of Xj we take
XT � C1=2;1�T �, for T 2W0�G�.

5.4. The basic estimate of the second approach

Let T be a W0-subtree of G. Realize FT as the space H�IT ; gT�; see (5.16).
Then, using a standard change of variables (cf. Corollary 2.4), we see that the
operator A�FT ; V � corresponds to the Rayleigh quotient (2.10) on the (®nite or
in®nite) interval I � �0; ,�T ��. The case ,�T� � 1 will be touched upon in
§§ 7±8. Here we restrict ourselves to a simpler situation when ,�T� < 1 for
any T 2W0�G�.

From now on, we always assume V 2 L1�G�. Set

jT�V � � ,�T�
Z

T
V�x� dx �

Z
IT

ds

gT�s�
Z

T
V�x� dx; with T 2W0�G�: �5:26�

Here these numbers play the same role as the numbers h j�V � in the ®rst
approach. We denote jj�V � � fjT�V �: T 2W0�G�g. The following result is
parallel to Theorem 4.1.

Theorem 5.5. Suppose that a tree G satis®es (5.1), and, in addition,

,�T� �
Z

IT

ds

gT�s�
< 1; for any T 2W0�G�: �5:27�
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(i) If jj�V � 2 l1=2, then

kAG;Vk1=2
1=2;1 � sup

l > 0

�l1=2n�l; AG;V��< C5:28

X
T 2W0�G�

j 1=2
T �V �

� C5:28kjj�V �k1=2
1=2

; �5:28�
and the asymptotic formula (4.3) is valid.

(ii) For 1
2
< p < 1,

kAG;Vkp
p �

X
k

l
p
k�AG;V�< C5:29� p�

X
T 2W0�G�

j
p

T �V �

� C5:29� p�kjj�V �kp
p: �5:29�

(iii) For 1
2
< p < 1,

kAG;Vkp
p;1 � sup

l > 0

�lpn�l; AG;V��< C5:30� p� sup
l > 0

�lpn�l; jj�V ���

� C5:30� p�kjj�V �kp
p;1: �5:30�

Proof. Fix a subtree T 2W0�G� and realize FT as the space H�IT ; gT�; see
(5.16). The operator A�FT ; V � can be identi®ed with A�H�IT ; gT�; VT� where the
weight function VT on IT is de®ned as

VT�t� �
X

x2T ; j x j � t

V�x�:

Under the assumption (5.27), Corollary 2.4 applies and we obtain

sup
l > 0

�l1=2n�l; H�IT ; gT�; VT��< C2:11�1
2
�
�

,�T�
Z

IT

VT�s� ds

�1=2

� C2:11�1
2
�j 1=2

T �V �:
The inequalities (5.28)±(5.30) follow from here and Lemma 5.4. The asymptotic
formula (4.3) is justi®ed in exactly the same way as in Theorem 4.1.

The estimates given by Theorem 5.5 may turn out to be rather rough. First,
the passage from the subspace Gz to the subspace Fz in (5.23) increases the
corresponding function n�l�. However, a coarsening of another origin is more
important: the sequence jj�V � poorly re¯ects behaviour of V when V is `strongly
non-symmetric'. To show this, let us return to Example 4.3. It is clear that jT�V � 6� 0
only for subtrees T 2W0�G� with oT 2 J. In what follows Tn, with n 2N, stands for

the single such subtree with joTn
j � n. We have gTn

�t � � 2 kÿn on �k; k � 1�, with

k > n, so all the integrals (5.27) are equal to 1. Thus for n 2 �2 kÿ1; 2k�,

jTn
�V � �

Z 1

n
V dt � �2 k ÿ n�ck �

X
j > k

2 jÿ1cj:

We leave it to the reader to check that the quasinorms of this sequence in lp

and in lp;1 are equivalent to those of the sequence hh�V ; Y2� from Example 4.3,
and hence the estimates (5.28)±(5.30) are coarse.
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This shows that Theorem 4.1 can give better estimates than Theorem 5.5,
provided that the partition Y is chosen in an appropriate way, co-ordinated with
the behaviour of V .

However, under additional assumptions on G and V the usage of the
decomposition (5.6) gives much more information than the results of § 4. This
will be shown in the next three sections.

6. Regular trees

6.1. We call a tree G regular if all the vertices of the same generation k have
equal branching numbers bk, and all the edges of the same generation have equal
lengths. More precisely, with any regular tree a monotone number sequence
ftkg1

k�0 is associated, so that for any edge e � hy; zi there is an index k such that
jy j � tk, jz j � t k�1 and b�y� � bk; we say that e is an edge of generation k, and
y is a vertex of generation k. We also say that a W0-subtree T is of generation k if
joT j � tk; sometimes we write simply T � Tk. Condition (5.1) is clearly satis®ed
for any regular tree.

Note that in order to be consistent with previous notation we should have
t0 � 0. However, it is not always convenient, so we slightly modify our notation
to allow t0 6� 0. We believe that such a modi®cation is clear; one may view it as a
shift of the initial sequence ftkg by t0.

Many objects introduced earlier for a general tree are considerably simpli®ed if
G is regular. In particular, for the subspaces H±�G� and H�G� a decomposition
similar to (5.6) holds. This enables us to analyse the operators A±

G;V and AH
G;V ,

de®ned in (3.7); see Theorem 6.3 and also §§ 7±8.
Later, we consider only regular trees. Let us introduce some convenient

notation; we present it for increasing ftkg, though in general the opposite case is
not excluded. Denote

L � L�G� � sup
k

tk;

this agrees with the notation from § 5. Further, we denote

Ik � �tk; L� ��ITk
�:

For any subtree Tk,

gk�t� :� gTk
�t� � bk�1 . . . bj on �tj; tj�1�; where j > k: �6:1�

The family of requirements (5.27) reduces to the single assumptionX1
k�0

j tk�1 ÿ tkj
b1 . . . bk

< 1: �6:2�

The subspaces FT , Gz of H�G�, which were de®ned in (5.2), (5.3) and (5.4),
can be described in more detail when G is regular. Namely, denote by PT and P z

the orthogonal projections onto these subspaces. Then an explicit formula similar
to (5.10) may be written for PT :

�PT u��x� �
1

gT�jx j�
X

y2 T: j y j � jx j
u�y� ÿ u�oT� if x 2 T ;

0 if x 62 T :

8><>: �6:3�
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Indeed, it is easy to see that the right-hand side of (6.3) is a continuous function
whose derivative coincides with P 0T u 0.

For P z one may write an analogue of (5.13):

P z u �
Xb�z�
j�1

PT
j

z
uÿPTz

u �6:4�

(this is true in general and not only for regular trees). What is speci®c for regular
trees is the analogue of (5.8). Namely, a function u 2Fz belongs to Gz if and
only if X

x s z: j x j � t

u�x� � 0: �6:5�

Indeed, let z be of generation k. As it was done in § 5.2, identify u with the
element fv1; . . . ; vbk

g of the space �H�IT ; gk��bk . Since in (5.17), gT
j

z
� gk for any

j � 1; . . . ; bk, u belongs to Gz if and only ifXbk

j�1

v 0j�t� � 0 a.e. �6:6�

Further, X
x s z: jx j � t

u�x� �
Xbk

j�1

vj�t�gk�t� � gk�t�
Xbk

j�1

Z t

tk

v 0j�t� dt

� gk�t�
Z t

tk

�Xbk

j�1

v 0j �t�
�

dt;

and so (6.6) is equivalent to (6.5).
In addition to Theorem 5.1, the following analogue of (5.14) holds.

Lemma 6.1. Under the assumptions of Theorem 5.1, let G also be regular.
Then along with (5.5) one hasX

j x j � t

u�x�v�x� � 0; for t > 0: �6:7�

The proof of (6.7) completely imitates the proof of (5.14) in Lemma 5.2; one
uses (6.5) instead of (5.8).

6.2. Decomposition of the subspaces H± and H

Since u�o� � 0, it follows immediately from (6.3) that if a function u 2H�G�
is compactly supported, then its projection PG u is also compactly supported. The
same formula shows that this is no longer true for PT with T 6� G. However,
substituting (6.3) into (6.4), one sees that the constant terms u�oT� cancel. So, if
u 2H�G� is compactly supported, then this is true for P z u.

Thus the subspaces H±�G� and H�G� are invariant with respect to PG and P z

for any z 2V�G�.
Introduce the notation

F±
T �FT Ç H±�G�; FH

T �FT Ç H�G�; for T 2W�G�;
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and

G±
z � Gz Ç H±�G�; GH

z � Gz Ç H�G�; for z 2V�G�:
In view of Lemma 5.3, (6.2) is the criterion of non-triviality of all the

subspaces FH
T , with T 2W�G�. If (6.2) is ful®lled, then dimFH

G � 1 and if
z 2V�G� is of generation k, then dimGH

z � bk ÿ 1. Indeed, any harmonic
function u 2Fz is a linear combination u �Pbk

j�1 uj, where uj 2FH
T

j
z
, and it

belongs to GH
z if and only if (6.5) is satis®ed.

The next proposition is an immediate consequence of Theorem 5.1.

Lemma 6.2. Let G be a regular tree. Then there are orthogonal decompositions

H±�G� �F±
G �

X
z2V�G�

�
G±

z

and

H�G� �FH
G �

X
z2V�G�

�
GH

z : �6:8�

If (6.2) is ful®lled, then (6.8) is an orthogonal sum of ®nite-dimensional

subspaces; namely, dim FH
G � 1 and if z 2V�G� is of generation k, then

dimGH
z � bk ÿ 1. If (6.2) is violated, then H±�G� �H�G� and H�G� is trivial.

6.3. The operator AH
G;V

The subspace H�G� Ì H�G� is comparatively poor. Indeed, according to Lemma
5.3 its component in each FT , with T 2W0�G�, is not more than 1-dimensional. It
follows from (5.18) that the single non-zero eigenvalue of the operator A�FH

T ; V � is

lH�T ; V � �
�Z

I T

ds

gT�s�
�ÿ1 Z

T
V�x�

�Z jx j
joT j

dt

gT�t�
�2

dx: �6:9�

Replacing the inner integral in the second factor by its majorant
R

I T
gÿ1

T �s� ds, we
obtain the inequality

lH�T ; V �< jT�V �; for T 2W0�G�:
Now we are in a position to prove the following.

Theorem 6.3. Let G be a regular tree. Under the assumptions of Theorem
5.5(i) one has

AH
G;V 2 C1=2:

In particular, n�l; AH
G;V� � o�n�l; AG;V��.

Proof. Using Lemma 6.2 (decomposition (6.8)) and (2.6) with p � 1
2
, we ®nd that

kAH
G;Vk1=2

1=2
< kA�FH

G ; V �k1=2
1=2
�

X
z2V�G�

kA�GH
z ; V �k1=2

1=2
:

In its turn, by the variational principle and again by (2.6),

kA�GH
z ; V �k1=2

1=2
< kA�FH

z ; V �k1=2
1=2
�
Xb�z�
j�1

�lH�T j
z ; V ��1= 2 <

Xb�z�
j�1

�jT
j

z
�V ��1=2:

The result follows immediately.
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Theorem 6.3 implies in particular that under the assumptions of Theorem 5.5(i)
the operators AG;V and A±

G;V have the same spectral asymptotics (4.3).

7. Symmetric weights

We call a function V on a tree G symmetric if

x; y 2 G; jx j � jy j �) V�x� � V�y�;
and write unambiguously V � V�t �.

7.1. Symmetric weights on regular trees

For regular trees and symmetric weights the subspaces FG and Gz, appearing in
the decomposition (5.6), are mutually orthogonal in the norm generated by the
quadratic form QG;V ; this follows from (6.7). Therefore, AG;V decomposes into the
orthogonal sum

AG;V � A�FG; V � �
X

z2V�G�

�
A�Gz; V �: �7:1�

Further, each operator A�FTk
; V � can be identi®ed with

Ak � A�H�Ik; gk�; gkV �:
In a similar way, we denote

A±
k � A�H±�Ik; gk�; gkV �; AH

k � A�H�Ik; gk�; gkV �:
If (6.2) is satis®ed, then the latter is an operator of rank 1; according to (6.9), its
single non-zero eigenvalue is

lk�V � �
�Z

Ik

dt

gk�t �
�ÿ1 Z

Ik

gk�t�V�t�
�Z t

tk

ds

gk�s�
�2

dt: �7:2�

Note that if (6.2) is violated, then A±
k � Ak and AH

k � 0 for all k > 0; hence
A±

G;V � AG;V and AH
G;V � 0 also.

The following simple result on the structure of A�Gz; V � is the key observation
for the analysis which follows.

Lemma 7.1. Let G be a regular tree, and let V be a symmetric function on G. Then
for any z 2V�G�, with z 6� o and jz j � t k, the operator A�Gz; V � is unitarily
equivalent to the orthogonal sum of bk ÿ 1 copies of the operator Ak. In particular,

n�l; A�Gz; V �� � �bk ÿ 1�n�l; Ak�; where jz j � t k; k > 0:

If (6.2) is satis®ed, then similar statements are valid for the operators A�G±
z ; V �

and A�GH
z ; V �.

Proof. Indeed, A�Fz; V � is the orthogonal sum of bk copies of the operator
Ak. The passage to the operator A�Gz; V � corresponds to the withdrawal of one
of the copies; this is due to (5.5) and (6.7), which mean orthogonality at each
`level' jx j � t.

Theorem 7.2. Let the assumptions of Lemma 7.1 be satis®ed.
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(i) The operator AG;V is bounded if and only if all the operators Ak, for
k � 0; 1; . . . ; are bounded, and

kAG;Vk � sup
k

kAkk: �7:3�

The operator AG;V is compact if and only if all the Ak are compact and for any
l > 0 the series

P
k b1 . . . bkÿ1�bk ÿ 1�n�l; Ak� converges. Moreover,

n�l; AG;V� � n�l; A0� �
X1
k�1

b1 . . . bkÿ1�bk ÿ 1�n�l; Ak�: �7:4�

(ii) Similar statements are valid for the operator Ao
G;V .

(iii) The operator AH
G;V is compact if and only if lk�V � ! 0, where l k�V � are

given by the equality (7.2). Under this assumption, the non-zero spectrum of AH
G;V

consists of these eigenvalues; the multiplicity of l0�V � is 1, and for k > 1 the
multiplicity of lk�V � is b1 . . . bkÿ1�bk ÿ 1�.

Proof. Under the assumptions of Lemma 7.1 the orthogonal decomposition
(7.1) is valid. To prove (i), it is suf®cient to realize A�Gz; V � according to the
result of Lemma 7.1, and the operator A�FG; V � as A0. The proof of (ii) and (iii)
is the same.

Remark. The boundedness of Ak is equivalent to the weighted Hardy inequalityZ
Ik

gkV jv j2 dt < C

Z
Ik

gkjv 0 j2 dt:

Such inequalities are well studied, and so (7.3) enables one to obtain a complete
description of symmetric Hardy weights on regular trees.

Corollary 7.3. Let G be a regular tree satisfying (6.2), and let V be
symmetric. Then the estimates (5.29) and (5.30) are valid for all p 2 � 1

2
; 1�.

Proof. The expansion (7.4) yields the corresponding expansion of kAG;Vkp
p

into a series in kAkkp
p. For any p 2 � 1

2
; 1�, kAkkp < kAkk1=2;1. By Corollary

2.4, kAkk1=2;1 < C 2
2:11jk, and we get (5.29) for all p 2 � 1

2
; 1�. Similar argument

leads to (5.30).

7.2. Trees of type �b; q�
A regular tree G is called b-regular if bk � b for any k 2N. We say that a

b-regular tree G is of type �b; q� if tk � qk, for k > 0.
Let G be a tree of type �b; q� with q > 1 and b > q; the latter assumption is

equivalent to (6.2). Denote b � logq b and g � q=b, so that b > 1 and g < 1. Also
let the weight V on G be symmetric. Then, in addition to the results from the
previous subsection, we can compare our two approaches which were described in
§ 4 and § 5 respectively.

Let us analyse more carefully the two sequences jj � jj�V � (see (5.26)) andehh � ehh�V ; Y� (see (4.13)) appearing in these approaches.
The sequence ehh consists of the numbers

eh k � qk�1

Z q k� 1

q k
V�t� dt; for k � 0; 1; . . . ;
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each of them repeated bk times, and jj consists of the numbers

jk �
Z 1

q k

dt

gk�t�
Z 1

q k
gk�t�V�t� dt; for k � 0; 1; . . . ;

each of them also repeated bk times.
Now, taking (6.1) into account, rewrite jk as

jk �
�X1

j� k

q j�qÿ 1�bkÿ j

��X1
j� k

b jÿ k

Z q j� 1

q j
V�t � dt

�

�
�
�1ÿ qÿ1�bk

X1
j� k

g j

��
bÿ k

X1
j� k

gÿ jeh j

�

� K
X1
j� k

gkÿ jeh j; �7:5�

where K � �qÿ 1�=q�1ÿ g�. We see immediately that jk > Kehk, so for any p > 0,

K kehhkp < kjjkp; K kehhkp;1 < kjjkp;1:

Pass on to the inverse estimates. Set a � gb1=p and note that

a > 1 for 0 < p < b�bÿ 1�ÿ1: �7:6�
Consider ®rst the case p < 1. Using (7.5), we get

kjjkp
p �

X1
k�0

bkj
p
k < K p

X1
k�0

bk
X1
j� k

g�kÿ j �peh p
j

� K p
X1
j�0

eh p
j b j

Xj

k�0

aÿp� jÿ k�

< c� p�kehhkp
p; for 0 < p < 1: �7:7�

Here c� p� � K r�1ÿ a p�ÿ1.
Now let p > 1. Denote x � fxkg1k�0, with xk � bk =pehk; then kehhkp � kxk l p

.
Using (7.5) again, write

kjjkp
p �

X1
k�0

bkj
p

k � K p
X1
k�0

bk

�X1
j� k

gkÿ jbÿ j=px j

�p

� K p
X1
k�0

�X1
j� k

akÿ jx j

�p

:

Consider the mapping

Pa: fxkg1k�0 7!
�X1

j� k

akÿ jx j

�1

k�0

and show that, for a > 1,

kPak lr! lr
< a=�aÿ 1�; for 1 < r < 1: �7:8�

Indeed, for r � 1 and r � 1 this can be seen immediately, and the rest is just
interpolation; it is also possible to use the result of [10, Problem 275].
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Taking into account (7.6) and combining (7.8) and (7.7), we ®nd that for some
constant c� p� > 0,

kjjkp < c� p�kehhkp; for 0 < p < b�bÿ 1�ÿ1: �7:9�
Interpolating (7.9) between p � 1

2
and p � b�bÿ 1�ÿ1 ÿ « for arbitrarily small «,

we also get

kjjkp;1 < c 0� p�kehhkp;1; for 0 < p < b�bÿ 1�ÿ1

for some c 0� p� > 0.
So, we have proved the following statement.

Lemma 7.4. Let G be a �b; q�-tree with 1 < q < b, and let V on G be
symmetric. Then there are constants C� p�, C 0� p� > 0 such that

C� p�kjjkp < kehhkp < Kÿ1kjjkp; for 0 < p < b�bÿ 1�ÿ1;

C 0� p�kjjkp;1 < kehhkp;1 < Kÿ1kjjkp;1; for 0 < p < b�bÿ 1�ÿ1:

We see that in the indicated region of p the usage of sequences ehh and jj is
equivalent. Thus, kAG;Vkp, kAG;V kp;1 may be estimated from above using any of
these two sequences, and the results of Theorem 4.1 are actually valid in a wider
range of p. Similarly, the equivalence relations in (4.14) are valid in this wider
region, 1

2
< p < b�bÿ 1�ÿ1. Example 4.5 shows that there is no chance of

expecting such results for large values of p.

8. Examples

We shall analyse three examples. In all of them the tree G is �b; q�-regular and
the function V is symmetric, and we use the notation and formulas from §§ 6±7.
In our examples the self-similarity arguments apply and we obtain not only
estimates for n�l�, but also its asymptotics, including the non-Weylian case. We
leave it to the reader to verify that the results of our analysis agree with the
general theorems of §§ 3±7.

In each example we study three operators: AG;V , A±
G;V and AH

G;V .

Example 8.1. Let q > 1. Take tk � qk, for k > 0 (so t0 � 1), and V�t � � tÿa.
Denote b � logq b �> 0�. The condition (6.2) corresponds to b > 1. We have
gk�t� � brÿ k for tr < t < tr�1 , r > k; thus

gk�t� � g0�qÿ kt�: �8:1�
Clearly

bÿ1t b < g0�t�< t b: �8:2�
We start with the study of the operator A±

G;V . Consider the corresponding
operator A±

0; its Rayleigh quotient is

R±
0 �v� �

R1
1 g0�t� tÿajv j2 dtR1

1 g0�t �jv 0 j2 dt
; for v 2H±�I0; g0�: �8:3�
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It is more convenient to deal with the operator eA±
0 whose Rayleigh quotient is

eR±
0 �v� �

R1
1 t bÿajv j2 dtR1

1 t bjv 0 j2 dt
: �8:4�

It follows from (8.2) that the spectral estimates of the operators A±
0 and eA±

0 are
equivalent. By the Hardy inequality, eA±

0 is bounded if b 6� 1 and a > 2, or b � 1
and a > 2; it is compact for all b > 0, a > 2. After the substitution
s � s�t� � R t

1 tÿb dt, the quotient (8.4) reduces to the quotient which corresponds
to the Dirichlet boundary value problem for the equation ÿlv 00 � W�s�v on the
interval eI0 � �0;

R1
1 tÿb dt�, where W�s� � t 2bÿa�s�; here t�s� is the function

inverse to s�t�. So, eI0 �
R� if b < 1;

�0; �bÿ 1�ÿ1� if b > 1;

�
and

W�s� � �1� s�1ÿ b��ÿ�aÿ2b�= �1ÿb� if b 6� 1;

eÿs�aÿ2� if b � 1:

(
If b > 0 and a > 2, then W is monotone andZ

~
I 0

����������
W�s�

p
ds �

Z 1

1
tÿa=2 dt < 1:

This guarantees the standard Weyl type eigenvalue estimate and asymptotics for
the operator eA±

0 and, consequently, for A±
0 (see [3, Corollary 6.2]):

n0�l� :� n0�l; A±
0�< Mlÿ1=2; where M � M�q; b; a�; �8:5�

and

lim
l! 0

l1= 2n0�l� � ca: �8:6�

Further, it follows from (8.1) that the operator A±
k is unitarily equivalent to

qk�2ÿa�A±
0. Thus, when A±

0 is bounded (and thus a > 2), the operators A±
k are

uniformly bounded and by Theorem 7.2, A±
G;V is bounded too. For b > 0 and

a > 2, A±
k is compact and

n�l; A±
k� � n�lqk�aÿ2�; A±

0�; for k � 1; 2; . . . : �8:7�
According to (7.4) and (8.7),

n�l; A±
G;V� � n0�l� � �1ÿ bÿ1�

X1
k�1

qk bn0�lqk�aÿ2��: �8:8�

If a > 2�b� 1�, then replacing each term in the last series by its majorant

qk bM�lqk�aÿ2��ÿ1=2, we get a convergent series. In this case we obtain
A±

G;V 2 C1=2;1, and the asymptotic formula (4.3) is also valid.
If a < 2�b� 1�, we derive from (8.8) and (8.5),

n�l; A±
G;V�< Mlÿ1= 2

X
k: lq k �aÿ 2�< M 2

qk�bÿ�a=2��1�: �8:9�

If a < 2�b� 1�, then the sum in (8.9) does not exceed its maximal (last) term
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multiplied by an unimportant constant. This gives

n�l; A±
G;V�< Clÿ1= 2�M 2lÿ1��bÿ�a=2��1�= �aÿ2� � C 0lÿd; d � b

aÿ 2
>

1

2
:

Actually, much more can be said on the behaviour of n�l; A±
G;V� in this case.

Consider the functions J�l� � ldn0�l� and F�l� � ldn�l; A±
G;V�. Multiplying

both sides of (8.8) by ld, we obtain

F�l� � J�l� � �1ÿ bÿ1�
X1
k�1

J�lqk�aÿ2��; for l > 0;

which implies that

F�l� ÿ F�lqaÿ2� � J�l� ÿ bÿ1J�lqaÿ2�: �8:10�
Here set l � eÿm and denote F�m� � F�l�, f �m� � J�l� and g � �aÿ 2� ln q.
Then (8.10) reduces to the Renewal Equation,

F�m� ÿ F�mÿ g� � f0�m� :� f �m� ÿ bÿ1f �mÿ g�; for ÿ1 < m < 1:

The function f0 is zero at ÿ1 and, in view of (8.5), decays exponentially as
m! 1. So, the Renewal Theorem applies; see [12] where the result is given in a
form convenient for our purposes. We ®nd that F�m� behaves asymptotically as a
g-periodic function, say w�m�, which is bounded and bounded away from zero. So
for d > 1

2
we have

n�l; A±
G;V� � lÿdw�ln�lÿ1�� � o�lÿd�; as l! 0: �8:11�

For a � 2�b� 1� we derive from (8.9),

n�l; A±
G;V�< Mlÿ1=2#fk: qk�aÿ2�l < M 2g< Clÿ1=2 ln�clÿ1�:

It is possible to show that the product l1=2�ln�1=l��ÿ1n�l; A±
G;V� tends to a ®nite

limit as l! 0. There is no need for the Renewal Equation in this case.
The results for the operator AG;V are basically the same. For b < 1 the

condition (6.2) is violated and we simply have AG;V � A±
G;V ; see § 7.1. For b > 1

the only difference is that the operator A0 is well de®ned and satis®es the
relations (8.5) and (8.6) in a restricted region of the parameters a and b, namely
for a > b� 1; otherwise, the Rayleigh quotient (8.3) is unbounded on the space
H�I0; g0�. As a consequence, we ®nd that n�l; AG;V� has the Weyl type
behaviour in the same region a > 2�b� 1� as above, and for b > 1 and
b� 1 < a < 2�b� 1� its asymptotic behaviour is described by the formula (8.11);
however, the functions w for the operators AG;V and A±

G;V are different because
they are expressed in terms of the functions n�l; A0� and n�l; A±

0� rather than of
their asymptotics.

We pass on to the operator AH
G;V . Its spectrum can be not only estimated but

explicitly calculated. Indeed, let l0 be the single eigenvalue of the 1-dimensional
operator AH

0 ; it can be found by the formula (7.2). The non-zero spectrum of AH
G;V

consists of the eigenvalues lk � qk�2ÿa�l0, with k � 0; 1; . . . : The multiplicity of
l0 is 1 and the multiplicity of lk with k > 1 is �1ÿ bÿ1�bk (see Theorem
7.2(iii)). An elementary calculation shows that for a > 2�b� 1� we have
AH

G;V 2 C1=2; this agrees with the result of Theorem 6.3. For a < 2�b� 1� we

get n�l; AH
G;V� � O�lÿd�. The asymptotic behaviour of n�l; AH

G;V� can be
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described by the formula (8.11) with a function w having jumps at the points
ÿ ln lk. These jumps appear because of the high multiplicity of the eigenvalues.

So for a � 2�b� 1� (that is, d � 1
2

) we still have n�l; AH
G;V� � o�n�l; AG;V��.

For a < 2�b� 1� these functions are of equal order at l � 0, which means that
the contribution of the `poor' subspace H�G� into the spectrum of AG;V in this
case is `rich enough'.

Other examples are analysed in a similar way and we only outline the calculations.

Example 8.2. Here we take q < 1 and tk � qk, for k � 0; 1; . . . ; so again
t0 � 1. However, this time the tree grows downward. Denote b � ÿ logq b, so

qÿb � b; b > 0:

The condition (6.2) is always satis®ed. We have gk�t � � brÿ k for t r�1 < t < t r

and r > k, so again gk�t � � g0�qÿ kt�.
As in Example 8.1, we consider V�t� � tÿa . The operator A±

0 is compact if and
only if ÿ1 < a < 2, and its eigenvalue behaviour is described by the relations
(8.5) and (8.6). Writing down the Rayleigh quotients for A±

k , we come to the same
equality (8.7). An analogue of (8.8) holds:

n�l; A±
G;V� � n0�l� � �1ÿ bÿ1�

X1
k�1

qÿ k bn0�lqk�aÿ2��:

As a result, we ®nd that if a < 2�1ÿ b�, then n�l; A±
G;V� � O�lÿ1=2� and the

asymptotics formula (4.3) holds. For a > 2�1ÿ b� one has n�l; A±
G;V� � O�lÿ d�

with d � b�2ÿ a�ÿ1 and the asymptotic formula (8.11) with this value of d is
satis®ed. For a � 2�1ÿ b� the function n�l; A±

G;V� has the asymptotic behaviour

of the order O�lÿ1=2 ln�1=l��.
The same is true for the operator AG;V , but in a restricted region a < 1ÿ b. Namely,

the corresponding function n�l� behaves in a standard way for a < 2�1ÿ b�; its
behaviour is described by the formula (8.11) (with d � b�2ÿ a�ÿ1) for a > 2�1ÿ b�;
in the borderline case a � 2�1ÿ b� one has n�l� � O�lÿ1= 2 ln�1=l��.

The results for the operator AH
G;V are parallel to the ones in Example 8.1 and

we do not write them down.

This example includes, in particular, the case a � 0 which corresponds to the
usual (non-weighted) Laplacian on the tree. We see that for this case the function
n�l; AG;1� always has the standard Weyl type asymptotics. For the operator A±

G;1 ,
all the three types of the asymptotic behaviour are possible.

Example 8.3. Take t k � k, for k � 0; 1; . . . ; so all the edges of G are of
length 1. We have gk�t� � brÿ k on �r; r � 1� with r > k; thus gk�t� � g0�t ÿ k�.
We take V�t� � eÿa t, with a > 0. The Rayleigh quotient for A±

0 is

Ro
0 �v� �

R1
0 g0�t �eÿa tjv j2 dtR1

0 g0�t�jv 0 j2 dt
; for v 2H0�R�; g0�:

Denote b � ln b; then eb�tÿ1� < g0�t�< eb t. For any a; b > 0, the operator A±
0 is

bounded and has standard eigenvalue behaviour.
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Further, each operator A±
k is unitarily equivalent to eÿk aA±

0. The formula (7.4)
turns into

n�l; A±
G;V� � n0�l� � �1ÿ bÿ1�

X1
k�1

ek bn0�lek a�:

The further analysis required follows the same line as in Examples 8.1 and 8.2.
If a > 2b, then the behaviour of n�l; A±

G;V� is standard. For a < 2b we ®nd that
n�l; A±

G;V� � O�lÿ d� with d � b=a; the asymptotics of the type (8.11) with this
value of d is valid, and the period of w is a. For a � 2b, n�l; A±

G;V� behaves
asymptotically as clÿ1=2 ln 1=l.

For the operator AG;V the results are similar, but, as usual, are valid for the
narrower domain a; b > 0 with a > b. The results for AH

G;V are of the same type
as in Example 8.1.
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