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Physiological12. Physiological Acoustics

The analysis of sound in the peripheral auditory
system solves three important problems. First,
sound energy impinging on the head must be cap-
tured and presented to the transduction apparatus
in the ear as a suitable mechanical signal; second,
this mechanical signal needs to be transduced into
a neural representation that can be used by the
brain; third, the resulting neural representation
needs to be analyzed by central neurons to extract
information useful to the animal. This chapter
provides an overview of some aspects of the first
two of these processes. The description is en-
tirely focused on the mammalian auditory system,
primarily on human hearing and on the hear-
ing of a few commonly used laboratory animals
(mainly rodents and carnivores). Useful summaries
of non-mammalian hearing are available [12.1].
Because of the large size of the literature, review
papers are referenced wherever possible.
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12.1 The External and Middle Ear

The external and middle ears capture sound energy and
couple it efficiently to the cochlea. The problem that
must be solved here is that sound in air is not efficiently
absorbed by fluid-filled structures such as the inner ear.
Most sound energy is reflected from an interface be-
tween air and water, and terrestrial animals gain up to
30 dB in auditory sensitivity by virtue of their external
and middle ears.

Comprehensive reviews of the external and mid-
dle ears are available [12.2, 3]. Figure 12.1 shows an
anatomical picture of the ear (Fig. 12.1a) and a schematic
showing the important signals in this part of the system
(Fig. 12.1b). The external ear collects sound from the
ambient field (pF) and conducts it to the eardrum where
sound pressure fluctuations (pT) are converted to me-
chanical motion of the middle-ear bones, the malleus
(with velocity vM), the incus, and the stapes; the veloc-
ity of the stapes (vS) is the input signal to the cochlea,
producing a pressure pV in the scala vestibuli. The fol-
lowing sections describe the properties of the transfer
function from pF to pV.

12.1.1 External Ear

The acoustical properties of the external ear transform
the sound pressure (pF) in the free field to the sound
pressure at the eardrum (pT). Two main aspects of this
transformation important for hearing are:

1. efficient capture of sound impinging on the head;
and

2. the directional sensitivity of the external ear, which
provides a cue for localization of sound sources.

Figures 12.2a and 12.2b show external-ear transfer
functions for the human and cat ear, These are the dB
ratio of the sound pressure near the eardrum pT (see
the caption) to the sound in free field (pF). The free-
field sound pF is the sound pressure that would exist at
the approximate location of the eardrum if the subject
were removed from the sound field completely. Thus
the transformation from pF to pT contains all the ef-
fects of putting the subject in the sound field, including
those due to refraction and reflection of sound from the
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Fig. 12.1 (a) Drawing of a cross section of the human ear, showing the pinna, the ear canal, eardrum (drum membrane),
middle-ear bones (ossicles), and the labyrinth. The latter contains the vestibular organs of balance and the cochlea, or
inner ear. (After [12.8]) (b) Schematic of the mammalian external and middle ears showing the signals referred to in
the text. The middle-ear bones are the malleus, incus, and stapes. The stapes terminates on the cochlea, on a flexible
membrane called the oval window. The velocity of the stapes (vS) is the input signal to the cochlea; it produces a pressure
variation pV in the fluids of the scala vestibuli, one of the chambers making up the cochlea. The structure of the cochlea
and definitions of the scala vestibuli and scala tympani are shown in a later figure. The function of the external and middle
ears is to capture the energy in the external sound field pF and transfer it to stapes motion vS or equivalently, sound
pressure pV in the scala vestibuli

surfaces of the body, the head, and the ear and the ef-
fects of propagation down the ear canal. In each case
several transfer functions are shown. The dotted lines
show pT/pF for sound originating directly in front of
the subject [12.4, 5]; these curves are averaged across
a number of ears. The solid lines show transfer func-
tions measured in one ear from different locations in
space [12.6, 7]. These have a fixed azimuth (i. e., posi-
tion along the horizon, with 0◦ being directly in front of
the subject) and vary in elevation (again 0◦ is directly in
front) in the median plane. Elevations are given in the
legends. External-ear transfer functions differ in detail
from animal to animal. In particular, the large fluctua-
tions at high frequencies, above 3 kHz in the human ear
and 5 kHz in the cat ear, differ from subject to subject.
These fluctuations are not seen in the averaged ears be-
cause they are substantially reduced by averaging across
subjects, although some aspects of them remain [12.7].
However, the general features illustrated here are typical.

Capture of Sound Energy by the External Ear
Over most of the range of frequencies, the sound pres-
sure is higher at the eardrum than in the free field in both
the human (Fig. 12.2a) and the cat (Fig. 12.2b) subjects.
The amplification results from resonances in the external
ear canal and in the cavities of the pinna; the resonances

produce the broad peak between 2 and 5 kHz [12.2]. Al-
though this seems to be an amplification of the sound
field, the pressure gain is not by itself sufficient to spec-
ify fully the sound-collecting function of the external ear,
because it is really the power collection that is important
and sound power is the product of pressure and velocity.
A useful summary measure of power collection is the
effective cross-sectional area of the ear aETM [12.2, 9].
aETM measures the ear’s ability to collect sound from
a diffuse pressure field incident on the head, in the sense
that the sound power into the middle ear is equal to
aETM multiplied by the power density in the sound field.
If aETM is larger (smaller) than the anatomical area of
the eardrum, for example, it means that the external ear
is more (less) efficient at collecting sound than a simple
eardrum-sized membrane located on the surface of the
head.

Figure 12.2c shows calculations of the magnitude of
aETM for the cat and human ear [12.2]. For comparison,
the horizontal line shows the cross-sectional area of the
external opening of the cat’s pinna. Around 2–3 kHz,
aETM equals the pinna area for the cat. The dotted line
marked “ideal” is the maximum possible value of aETM,
based on the power incident on a sphere in a diffuse
field [12.2, 9]. At frequencies above 2 kHz, the cat ear
is close to this maximum and the human ear is some-
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what lower. At these frequencies, the external ear is
collecting the sound power in a diffuse field nearly as
efficiently as is possible. At lower frequencies, the effi-
ciency drops rapidly; Shaw [12.9] attributes the drop off
to three effects:

1. loss of pressure gain below the canal resonance
2. increase in the wavelength of sound compared to the

size of the ear
3. increase in the impedance of the middle ear at low

frequencies, decreasing the ability of the ear to
absorb sound.

Figure 12.2c shows that the external ear can be con-
sidered as an acoustical horn that captures sound and
couples it to the eardrum. A feeling for the effectiveness
of the external ear’s sound collection can be gotten by

Fig. 12.2a–c Transformation of sound pressure by the ex-
ternal ear, considered as the ratio pT/pF for the human
ear (a) and the cat ear (b). pT is the pressure measured
by a probe microphone in the ear canal, within 2 mm of
the eardrum for all cases except the solid curves in (a),
which show the pressure at the external end of the ear canal,
with the ear canal blocked. The dashed curves are averaged
across many ears, with the sound originating straight ahead,
and the solid curves are data from one ear at various sound-
source directions. The numbers next to the curves or in the
legend identify the elevation of the sound source relative to
the head. In both cases, the azimuth of the source is fixed.
(c) Capture of sound energy by the external ear, considered
as the effective cross-sectional area of the ear, mapped to
the eardrum and plotted versus frequency. Curves for the
cat and human ear are shown. The shaded bar shows the
range of cross-sectional areas of the ear canal, for compar-
ison. (Fig. 12.2a after [12.4, 7]; Fig. 12.2b after [12.5, 6];
Fig. 12.2c after [12.2])

comparing the values of aETM to the cross-sectional area
of the ear canal, which is 0.2–0.4 cm2 in cat, shown by
the shaded bar [12.10].

Directional Sensitivity
Directional sensitivity means that the transfer function
of the external ear depends on the direction to the sound
source. As a result, the spectra of broadband sounds
(like noise) will be different, depending on the direction
in space from which they originate. Listeners, both hu-
mans and non-human mammals, are sensitive to these
differences and are able to extract sound localization
information from them. For example, human observers
use these so-called spectral cues to localize sounds in
elevation and to disambiguate binaural difference cues,
helping to distinguish sounds in front and behind the
listener [12.11]. Cats depend on spectral cues to local-
ize sounds in the frontal plane, both in azimuth and
elevation [12.12].

The directional sensitivity of the external ear is gen-
erated by sound reflecting off the structures of the pinna.
In humans the pinna is the cartilaginous structure at-
tached to the external ear canal on the side of the head,
and includes the cavities that lead to the entrance of the
ear canal [12.13, 14]. In the cat, the pinna is a collec-
tion of similar cartilaginous shapes and cavities leading
to the ear canal, most of which are located on the sur-
face of the head at the ear canal opening. The external
auricle, which forms the movable part of the cat’s ear,
serves as an additional sound collector and a way for
the cat to change the directionality of its ear under vol-
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432 Part D Hearing and Signal Processing

untary control [12.15]. The nature of spectral cues in
human and cat are shown in Figs. 12.2a,b. The most
prominent spectral cue is the notch at mid frequencies
(3–10 kHz in human and 7–20 kHz in cat). The notch
is created as an interference pattern when sound propa-
gates through the pinna. Essentially, there are multiple
sound paths through the pinna due to reflections. These
echoed sounds reach the ear canal after variable de-
lays, depending on the path taken. At the ear canal,
sounds can cancel at frequencies where the delays are
approximately a half-cycle. The interference patterns so
generated produce the notches shown in Fig. 12.2. The
notches occur at relatively high frequencies, where the
wavelength of sound is comparable to the lengths of the
reflection paths in the pinna. In cats, the notch moves to-
ward higher frequencies as the elevation (or the azimuth,
not shown) increases [12.6, 16]. At higher frequencies,
above 10 kHz in humans and 20 kHz in cat, there are
additional complex changes in the transfer function of
the external ear that are not easily summarized. Cats
appear to be sensitive to spectral cues at all frequen-
cies, but use the notch for localizing sounds and the
higher-frequency characteristics for discriminating the
locations of two sounds [12.17].

12.1.2 Middle Ear

The function of the middle ear is to transfer sound from
the air to the fluids of the cochlea (e.g., from pT to
pV in Fig. 12.1b). The process can be considered as an
impedance transformation [12.18]. The specific acoustic
impedance of a medium is the ratio of the sound pres-
sure to the particle velocity of a plane wave propagating
through the medium and is a property of the medium
itself. When sound impinges on an interface between
two media with different impedances, such as an air–
water interface, energy is reflected from the boundary.
In the case of air and water, the air is a low-impedance
medium (low pressure, large velocity) and the water is
high impedance medium (high pressure, low velocity).
At the boundary, the pressure and velocity must be con-
tinuous, i. e. equal across the boundary. If the pressure
is equal across the boundary, then the velocities must
be different, larger in air than in water because of the
differing impedances. A reflection occurs to allow both
boundary conditions to be satisfied, i. e., the boundary
conditions can only be satisfied by creating a third re-
flected wave at the boundary. The reflected wave, of
course, takes energy away from the wave that propa-
gates through the boundary. Maximum energy transfer
across the boundary occurs when the impedance of the

source medium equals that of the second medium (no
reflection). In the middle ear, the challenge is to trans-
form the low impedance of air to the high impedance of
the cochlea, so as to couple as much energy as possible
into the cochlea.

The function of the middle ear as a impedance
transformer is schematized in Fig. 12.3a which shows
a drawing of the eardrum and the ossicles in approxi-
mately the anatomically correct position. In this model,
the eardrum and oval window are assumed to act as
pistons and the ossicles are assumed to act as a lever
system, rotating approximately in the plane of the fig-
ure around the axis shown by the white dot in the head
of the malleus [12.3]. The area of the eardrum (ATM) is
larger than the area of the oval window (AOW), which
increases the pressure by the ratio pV/pT = ATM/AOW.
The difference in the lengths of the malleus and incus
further increases the pressure by the lever ratio LM/LI,
and decreases the velocity by the same amount. Thus
the net pressure ratio is ATMLM/AOWLI. The area ra-
tio amounts to a factor of 10–40 and the lever ratio
is about 1.2–2.5 in mammalian ears [12.3]. For the cat,
the pressure ratio should be about 36 dB. The impedance
change is the ratio of the pressure and velocity ratios,
ATM/AOW(LM/LI)2, which is about 29 for the human
ear [12.18]. This is less than the ideal value of 3500
for an air–water interface or 135 estimated for an air–
cochlea interface, but is still a significant improvement
(about 15 dB).

In reality, the motion of middle-ear components is
more complex than is assumed in this model [12.2]. First,
the eardrum does not displace as a simple piston; second
the malleus and incus undergo a more complex motion
than the one-dimensional rotation assumed in Fig. 12.3a;
and third, there are losses in the motion of the ossicles
that are not included in the model. Figure 12.3b shows
a comparison of the actual pressure transformation in
the middle ear of a cat, given as pV/pT. The dashed
line is the prediction of the transformer model (36 dB).
The cat ear gives a smaller pressure pV than the trans-
former model for the reasons listed above, along with
the fact that additional impedances in the middle ear
must be considered when doing this calculation, such as
the middle-ear cavity behind the eardrum, whose air is
compressed and expanded as the eardrum moves [12.2].
Figure 12.3c shows the transfer function as it is usually
displayed, as a transfer admittance from the eardrum
pressure pT to the velocity in the cochlea vS.

The overall function of the external and middle ears
in collecting sound from a diffuse field in the envi-
ronment and delivering it to the cochlea is shown in
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Fig. 12.3d [12.2]. This figure plots the effective area of
the ear as a sound collector as in Fig. 12.2c, except now
it refers to the sound power delivered to the oval win-

Fig. 12.3 (a) Schematic drawing of the mammalian middle
ear from the eardrum (TM on the left) to the oval window
(OW on the right). The malleus, incus, and stapes are shown
in their approximate anatomical arrangement. The areas of
the TM and OW are shown along with the lever arms of the
malleus (LM) and incus (LI). These lever arms are drawn
as if the malleus and incus rotate in the plane of the pa-
per around an axis indicated by the white dot. In reality, the
motion is more complex. (b) Ratio of the sound pressure
in scala vestibuli (pV) to the sound pressure at the eardrum
(pT) as a function of frequency, from measurements by Dé-
cory (unpublished doctoral thesis, 1989 [12.2]). The dashed
line is the prediction of the model in (a) for typical dimen-
sions of the cat middle ear. (c) Transfer admittance of the
middle ear in human and cat, given as the velocity at the
stapes (vS) divided by the pressure at the eardrum (pT).
(d) Performance of the external and middle ears in sound
collection plotted as the effective area of the ear, referenced
to the oval window. This is the cross-sectional area across
which the ear collects sound power in a diffuse sound field,
plotted against frequency; the shaded bar shows the range
of cross sectional areas of the oval window for comparison.
Comparing with Fig. 12.2c shows the effect of the middle
ear. (After [12.2])

dow. Again, the dashed line shows the performance of
an ideal spherical receiver and is the same line as in
Fig. 12.2c. The effective area has a bandpass shape, as
in Fig. 12.2c, with a maximum at 3 kHz. The sharp drop
off in performance below 3 kHz was seen in the external
ear analysis and occurs because energy is not absorbed
at the eardrum at low frequencies. At higher frequencies
the effective area tracks the ideal receiver, but is about
10–15 dB smaller than the performance at the eardrum,
which approximates the ideal for the cat. This decrease
reflects the losses in the middle ear discussed above.
Although the external and middle ear do not approach
ideal performance, they do serve to couple sound into
the cochlea. As a comparison to the effective area in
Fig. 12.3d, the cross-sectional area of the oval window
is about 0.01–0.03 cm2 in the cat and human (shaded
bar). Thus the effective area is larger than the area of
the oval window over the mid frequencies. Moreover, if
there were no middle ear, the collecting cross section of
the oval window would be smaller by about 15–30 dB
because of the impedance mismatch between the air and
cochlear fluids [12.19].
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434 Part D Hearing and Signal Processing

12.2 Cochlea

The cochlea contains the ear’s transduction apparatus,
by which sound energy is converted into electrical activ-
ity in nerve cells. The conversion occurs in transduction
cells, called inner hair cells, and is transferred to neu-
rons in the auditory nerve (AN) that connect to the
brain. However the function of the cochlea is more than
a transducer. The cochlea also does a frequency analy-
sis, in which a complex sound such as speech or music is
separated into its component frequencies, a process not
unlike a Fourier or wavelet transform. Auditory percep-
tion is largely based on the frequency content of sounds;
such features as the identity of sounds (which speech
sound?), their pitches (which musical note?), and the
extent to which they interact in the ear (e.g., to make
it hard to hear one sound because of the presence of
another) are determined by the mixture of frequencies
making them up (Chap. 13).

In this section, the steps in the transduction process
in the inner ear or cochlea are described. The prob-
lems solved in this process include frequency analysis,
mentioned above, but also regulating the sensitivity of
process. Transduction must be very sensitive at low
sound levels, so that sounds can be detected near the
limit imposed by Brownian motion of the components
of the cochlea [12.20]. At the same time, the cochlea
must function over the wide dynamic range of sound in-
tensities (up to 100 dB or more) that we encounter in the
world. Responses to this wide dynamic range must be
maintained in neurons with much more limited dynamic
ranges, 20–40 dB [12.21]. In part this is accomplished
by compressing the sound in the transduction process,
so that acoustic sound intensities varying over a range
of 60–100 dB are mapped into neural excitation over
a much more limited dynamic range. Thus cochlear sen-
sitivity must be high at low sound levels to allow soft
sounds to be heard and must be reduced at high sound
levels to maintain responsiveness without saturation.
Both frequency tuning and dynamic-range adjustment
depend on the same cochlear element, the second set
of transducer cells called outer hair cells. Whereas in-
ner hair cells convey the representation of sound to the
AN, the outer hair cells participate in cochlear transduc-
tion itself, making the cochlea more sensitive, increasing
its frequency selectivity, and compressing its dynamic
range. These processes are described in more detail
below.

The remainder of this chapter assumes some knowl-
edge of neural excitation and synaptic transmission.
These subjects are too extensive to review here, but

can be quickly grasped from an introductory text on
neurophysiology or neuroscience.

12.2.1 Anatomy of the Cochlea

The inner ear consists of the cochlea and the AN. The
cochlea contains the transduction apparatus; it is a coiled
structure, as shown in Fig. 12.1a. A cross-sectional view
of a cochlea is shown in Fig. 12.4a. This figure is a low-
resolution sketch that is provided to show the locations
of the major parts of the structure. The section is cut
through the center of the cochlear coil and shows ap-
proximately 3.5 turns of the coil. The cochlea actually
consists of three fluid-filled chambers (or scalae) that
coil together. A cross section of one turn of the spiral
showing the three chambers is in Fig. 12.4b. The scala
tympani (ST) and scala media (SM) are separated by
the basilar membrane, a complex structure consisting of
connective tissue and several layers of epithelial cells.
The scala vestibuli (SV) is separated from the SM by
Reissner’s membrane, a thin epithelial sheet consisting
of two cell layers. Reissner’s membrane is not impor-
tant mechanically in the cochlea and is usually ignored
when discussing cochlear function. In the following, the
mechanical properties of the basilar membrane are dis-
cussed without reference to the Reissner’s membrane
and it is usual to speak of the basilar membrane as if it
separated the SV and ST.

What Reissner’s membrane does do is to separate the
fluids of the SV from the SM. The fluids in the SV and
ST are typical of the fluids filling extracellular spaces in
the body; this fluid, called perilymph is basically a di-
lute NaCl solution, with a variety of other constituents
but with low K+ concentration. In contrast, the fluid
in SM, called endolymph, has a high K+ concentration
with low Na+ and Ca2+ concentrations. Such a solu-
tion is rare in extracellular spaces, but is commonly
found bathing the apical surfaces of hair cells in sen-
sory organs from insects to mammals, suggesting that
the high potassium concentration is important for hair-
cell function. The endolymph is generated in the stria
vascularis, a specialized epithelium in the lateral wall
of the SM by a complex multicellular active-transport
system [12.22].

Mounted on the basilar membrane is the organ of
Corti, which contains the actual cochlear transduction
apparatus, shown in more detail in Fig. 12.4c. The organ
of Corti consists of supporting cells and hair cells. There
are two types of hair cells, called inner (IHC) and outer
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(OHC), because of their positions. The AN fibers and
their cell bodies in the spiral ganglion (SG in Fig. 12.4a)
occupy the center of the cochlear coil. Spiral ganglion
cells have two processes: a distal process that invades
the organ of Corti and innervates one or more hair cells,
usually an IHC, and a central process that travels in the
AN to the brain.

Fig. 12.4 (a) Sketch of a cross section of the cochlea, cut
through the center of the coil. The cochlear spirals are cut in
cross section, shown at higher resolution in (b). The cochlea
consists of three fluid-filled chambers that spiral together:
ST – scala tympani, SV – scala vestibuli, and SM – scala
media. H is the helicotrema, a connection between the SV
and ST at the apex of the cochlea. The cochlear transducer
has three essential functional parts:
1. the basilar membrane which separates the SM and ST;
2. the organ of Corti, which contains the hair cells, and
3. the stria vascularis which secretes the fluid in the SM

and provides an energy source to the transducer.
The AN fibers have their cell bodies in the spiral gan-

glion (SG); their axons project to the brain in the AN.
(b) Cross section of the cochlear spiral showing the three
scalae. The scalae are fluid-filled; the SV and ST contain
perilymph. The SM contains endolymph. (c) Schematic
drawing of the organ of Corti showing the inner (IHC)
and outer hair cells (OHC) and several kinds of supporting
cells. The spaces containing perilymph are marked with as-
terisks and the spaces containing endolymph with daggers
(†). TM is the tectorial membrane, which lies on the or-
gan of Corti and is important in stimulating the hair cells.
Nerve fibers enter the organ from the SG (off to the left).
Both afferent and efferent fibers are present. Afferents are
the SG neurons that are connected synaptically to hair cells,
mainly IHCs, and carry information to the brain. Efferents
are the axons of neurons located in the brain which connect
to OHCs and to the afferents under the IHCs (Fig. 12.5).
(After [12.23])

The arrangement of the nerve fibers in the cochlea is
reviewed in detail by Ryugo [12.24] and by Warr [12.25]
and is summarized in Fig. 12.5. Both afferent and ef-
ferent fibers are present. The afferents are the neurons
mentioned above with their cell bodies in the SG which
carry information from the hair cells to the brain. The
efferents are the axons of neurons in the brain that termi-
nate in the cochlea and allow central control of cochlear
transduction.

Considering the afferents firsts, there are two groups
of SG neurons, called type I and type II. Type I neurons
make up about 90–95% the population; their distal pro-
cesses travel directly to the IHC in the organ of Corti.
Each type I neuron innervates one IHC, and each hair
cell receives a number of type I fibers; the exact num-
ber varies with species and location in the cochlea, but
is typically 10–20. The connection between the IHC
and type I hair cells is a standard chemical synapse, by
which the hair cell excites the AN fiber. Type I AN fibers
project into the core areas of the cochlear nucleus, the
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Fig. 12.5 A schematic of the wiring diagram of the mam-
malian cochlea. The hair cells are on the left. Afferent
terminals on hair cells, those in which the hair cell excites
an AN fiber, are shown lightly shaded; efferent terminals,
in which an axon from a cell body in the central nervous
system contacts a hair cell or another terminal in the or-
gan of Corti, are shown heavily shaded. All the synapses
in the cochlea are chemical. Inner hair cells (IHC) are con-
tacted by the distal processes of AN fibers. These fibers
have bipolar cell bodies in the spiral ganglion; their axons
are myelinated and travel centrally (type I fibers) to inner-
vate principal neurons in the cochlear nucleus (CN). Outer
hair cells (OHC) are innervated by a small population of
type II spiral ganglion cells whose axons terminate in gran-
ule cell regions in the CN. The efferent fibers to the cochlea
are called olivocochlear neurons; they originate in the su-
perior olivary complex (SOC, box at lower right), another
part of the central auditory system. There are two kinds of
efferents: the medial olivocochlear system (MOC), origi-
nates near the medial nucleus of the SOC and innervates
OHCs. The lateral olivocochlear system (LOC) originates
near the lateral nucleus of the SOC and innervates affer-
ent terminals of type I afferent fibers under the IHCs. The
MOC and LOC contain fibers from both sides of the brain,
although most LOC fibers are ipsilateral and most MOC
fibers are contralateral, as drawn. The exact ratios vary
with the animal

first auditory structure in the brain; the type I fibers plus
the neurons in the core of the cochlear nucleus make up
the main pathway for auditory information entering the
brain.

The remaining 5–10% of the spiral ganglion neu-
rons, type II, innervate OHCs. The fibers cross the

fluid spaces between the IHC and the OHC (shown by
the asterisks in Fig. 12.4c) and spiral along the basi-
lar membrane beneath the OHCs toward the base of
the cochlea (toward the stapes, not shown) innervating
a few OHCs along the way. Although the type II fibers
are like type I fibers in that they connect hair cells (in
this case OHC) to the cochlear nucleus, there are some
important differences. The axons of type II SG neu-
rons are unmyelinated, unlike the type I fibers; their
central processes terminate in the granule-cell areas of
the cochlear nucleus, where they contact interneurons,
meaning neurons that participate in the internal circuitry
of the nucleus but do not contribute their axons to the
outputs of the nucleus. Finally, type II fibers do not
seem to respond to sound [12.26–28], even though they
do propagate action potentials [12.29,30]. It is clear that
the type I fibers are the main afferent auditory pathway,
but the role of the type II fibers is unknown. In the re-
mainder of this chapter, the term AN fiber refers to type I
fibers only.

The efferent neurons have their cell bodies in an au-
ditory structure in the brain called the superior olivary
complex; for this reason, they are called the olivo-
cochlear bundle (OCB). The anatomy and function of
the OCB efferents are reviewed by Warr [12.25] and by
Guinan [12.31]. Anatomically, there are two groups of
OCB neurons. So-called lateral efferents (LOC) travel
mainly to the ipsilateral cochlea and make synapses on
the dendrites of type I afferents under the IHC. Thus
they affect the afferent pathway directly. The second
group, medial efferents (MOC), travel to both the ipsi-
lateral and contralateral ears and make synapses on the
OHCs. Their effect on the afferent pathway is thus in-
direct, in that they act through the OHC’s effects on the
transduction process in the cochlea.

12.2.2 Basilar-Membrane Vibration and
Frequency Analysis in the Cochlea

An overview of the steps in cochlear transduction is
shown in Fig. 12.6a. The sound pressure at the eardrum
(pT) is transduced into motion of the middle-ear os-
sicles, ultimately resulting in the stapes velocity (vS),
which couples sound energy into the SV. The transfor-
mations in this part of the system have mainly to do
with acoustical mechanics and were described in the
first section above. The stapes motion produces a sound
pressure signal in the cochlea that results in vibration
of the basilar membrane, which is the topic of this sec-
tion. The vibration results in stimulation of hair cells,
through opening and closing of transduction channels
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Fig. 12.6 (a) Summary of the steps in direct cochlear
transduction. (b) Schematic diagram showing the basilar
membrane in an unrolled cochlea and the nature of cochlear
frequency analysis. A snapshot of basilar-membrane dis-
placement (greatly magnified) by a tone with frequency
near 3 kHz is shown. The frequency left scale shows the
location of the maximum membrane displacement at vari-
ous frequencies for a cat cochlea. For a human cochlea, the
frequency scale runs from about 20 Hz to 15 kHz. The ar-
ray of AN fibers is shown by the parallel lines on the right.
Each fiber innervates a hair cell at one place on the basi-
lar membrane, so the fiber’s sensitivity is maximal at the
frequency corresponding to that place, as shown by the left
scale. In other words, the separation of frequencies done
by the basilar membrane is preserved in the AN fiber array.
(After [12.32] with permission)

built into the cilia that protrude from the top of the
hair cell, described in a later section. The hair cells
are synaptically coupled to AN fibers, so that basilar-
membrane vibration is eventually coupled to activation
of the nerve.

A key aspect of cochlear function is frequency
analysis. The nature of cochlear frequency analysis is
illustrated in Fig. 12.6b, which shows the cochlea un-
coiled, with the basilar membrane stretching from the

base, the end near the stapes, to the apex (the heli-
cotrema). As described above, the basilar membrane
lies between (separates) the ST and the SM/SV. The
sound entering the cochlea through the vibration of the
stapes is coupled into the fluids of the SV and SM at
the base, above the basilar membrane in Fig. 12.6. The
sound energy produces a pressure difference between the
SV/SM and the ST, which causes vertical displacement
of the basilar membrane. The displacement is tuned,
in that the motion produced by sound of a particular
frequency is maximum at a particular place along the
cochlea. The resulting place map is shown by the fre-
quency scale on the left in Fig. 12.6. Basilar-membrane
displacement was first observed and described by von
Békésy [12.33]; more recent data are reviewed by Robles
and Ruggero [12.34].

Basilar-Membrane Motion
The displacement of any single point on the basilar mem-
brane is an oscillation vertically (perpendicular to the
surface of the membrane); the relative phase (or tim-
ing) of the oscillations of adjacent points is such that the
overall displacement looks like a traveling wave, fre-
quently described as similar to the waves propagating
away from an object dropped into a pool of water. Es-
sentially, the motion of the basilar membrane is delayed
in time as the observation point moves from base to
apex. Figure 12.7a shows an estimate of the cochlear
traveling wave on the guinea-pig basilar membrane,
based on electrical potentials recorded across the mem-
brane [12.35]. The horizontal dimension in this figure
is distance along the basilar membrane, with the base at
left and the apex at right. The vertical dimension is the
estimate of displacement, shown at a greatly expanded
scale. The oscillations marked “2 kHz” show membrane
deflections in response to a 2 kHz tone at five succes-
sive instants in time (labeled 1–5). The wave appears
to travel rightward, from the base toward the apex; as
it does so, its amplitude changes. When the stimulus is
a tone, the displacement envelope (i. e., the maximum
amplitude of the displacement at each point along the
basilar membrane) has a single peak at a location that
depends on the tone frequency (approximately at point 2
in this case). In Fig. 12.7a, displacement envelopes are
shown by dashed lines for 0.5 kHz and 0.15 kHz tones;
these envelopes peak at more apical locations, com-
pared to 2 kHz. The locations of the envelope peaks are
given by the cochlear frequency map for the cat cochlea,
shown by the scale running along the basilar membrane
in Fig. 12.6b. Notice that the scale is logarithmic: the
position along the basilar membrane corresponds more
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closely to log than to linear frequency. The logarith-
mic frequency organization corresponds to a number
of phenomena in the perception of sound, such as the
fact that musical notes are spaced logarithmically in
frequency.

The basilar-membrane responses in Fig. 12.7a illus-
trate the property of tuning, in that the displacement
in response to a tone is confined to a region of the
membrane centered on a place of maximal displace-
ment. Tuning can be further understood by plotting
basilar-membrane displacement as in Fig. 12.7b. This

Fig. 12.7 (a) An estimate of the instantaneous displacement
of the basilar membrane in the guinea-pig cochlea for a
2 kHz tone (solid lines) and estimates of the envelope of the
displacement for two lower-frequency tones (dashed lines).
Distance along the basilar membrane runs from left (base)
to right (apex) and the displacement of the membrane is
plotted vertically. The estimates were obtained by measur-
ing the cochlear microphonic at three sites, indicated by
the three vertical lines, and then interpolating or extrapo-
lating to other locations using an informal method [12.35];
this method can be expected to produce only qualitatively
correct results. The 2 kHz estimates are shown at 0.1 ms in-
tervals. Waveforms at successive times are identified with
the numbers “1” through “5”. The dashed curves were
drawn through the maximum displacements of similar data
for 0.5 and 0.15 kHz tones, which were scaled to have
the same maximum displacement as the 2 kHz data. The
cochlear microphonic is produced by hair cells, mainly
OHCs, and is roughly proportional to basilar-membrane
displacement. The ordinate scale has been left as microvolts
of cochlear microphonic. The scale markers at lower left
show distance from the origin. (b) Measurements of the gain
of the basilar membrane (root mean square displacement
divided by pressure at the eardrum) for two data sets. In
each case, basilar-membrane displacement at one place was
measured with an interferometer. Both frequency (abscissa)
and sound level (symbols) were varied. The curves peak-
ing near 9–10 kHz are from the chinchilla cochlea [12.36]
and the curves peaking near 20 kHz are from the guinea
pig cochlea [12.37] (After [12.34]). (c) Basilar-membrane
input–output curves, showing the velocity of membrane dis-
placement (ordinate) versus sound intensity (abscissa), at
various frequencies, marked on the plots (kHz). The dashed
line at right shows the linear growth of basilar-membrane
motion (velocity proportional to sound pressure). The curve
for 10 kHz is extrapolated to low sound levels (dashed line
at left) under the assumption of linear growth at low sound
levels (Fig. 12.7a after [12.35], Fig. 12.7b after [12.34], and
Fig. 12.7c after [12.36])

plot shows the displacement plotted against frequency
at a fixed location, thus providing a direct measure of
the frequency sensitivity of a place on the membrane.
Data are shown at two locations from separate experi-
ments (in different species). The ordinate actually shows
basilar-membrane gain, defined as membrane displace-
ment divided by sound pressure at the eardrum. At low
sound levels (20 dB, plotted with empty circles), the gain
peaks at a particular best frequency (BF) and decreases at
adjacent frequencies. If such measurements could be re-
peated at multiple locations along the basilar membrane
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(which is difficult because of the restricted anatomical
access to the basilar membrane), these gain functions
would move toward higher frequencies at more basal lo-
cations in the cochlea, as predicted by the displacement
functions in Fig. 12.7a.

Notice that the gain and tuning of the basilar-
membrane response near the BF varies with sound level.
At low sound levels (20 dB in Fig. 12.7b), gain is high
and the tuning is sharp (i. e. the width of the gain func-
tions is small), giving a clear BF; at high sound levels
(100 dB), the gain is substantially reduced, especially
in the vicinity of the low-sound-level BF, and the fre-
quency at which the gain is maximum moves to a lower
frequency, often about a half-octave lower. The tuning
also becomes much broader.

Basilar Membrane and Compression
The fact that basilar-membrane gain changes with sound
level was first described by Rhode [12.38]; this finding
revolutionized our understanding of the auditory sys-
tem, most importantly by introducing the idea of an
active cochlea, meaning one in which the acoustic en-
ergy entering through the middle ear is amplified by an
internal energy-utilizing process to produce cochlear re-
sponses [12.39–44]. The existence of amplification has
been demonstrated by calculations of energy flow in the
cochlea. However, a simpler evidence for cochlear am-
plification is the change in cochlear gain functions with
death. The dependence of gain on sound level seen in
Fig. 12.7b occurs only in the live, intact cochlea; after
death, the cochlear gain functions resemble those at the
highest sound levels in living animals (e.g. at 100 dB
in Fig. 12.7b). Most important, the post-mortem gain
functions are linear, meaning that the gain is constant,
regardless of stimulus intensity, at all frequencies. In
the live cochlea, as shown in Fig. 12.7b, the gain func-
tions are linear only at low frequencies (below 6 kHz
or 12 kHz for the two sets of data shown). Presumably,
the post-mortem gain functions are the result of passive
basilar-membrane mechanics, i. e., the result of the me-
chanical properties of the cochlea without any energy
sources. The difference between the gain at the highest
sound levels in Fig. 12.7b and those at low sound levels
thus reflects an amplification process, often called the
cochlear amplifier.

Additional evidence for a cochlear amplifier comes
from the study of otoacoustic emissions, OAE [12.45,
46]. OAEs are sounds produced in the cochlea that can
be measured at the eardrum, after propagating in the
backwards direction through the middle ear. OAEs can
be produced by reflection of the cochlear traveling wave

from irregularities in the cochlea [12.47, 48] or from
nonlinear distortion in elements of the cochlea [12.49].
In either case amplification of the sound is necessary to
explain the characteristics of the emitted sound [12.46],
but see also [12.50]. There are several different kinds of
OAEs, varying in the mode of production. Most relevant
for the present discussion are the spontaneous emissions,
sounds that are present in the ear canal without any ex-
ternal sound source. Such sounds necessitate an acoustic
energy source in the cochlea, of the type postulated for
the cochlear amplifier.

A variety of evidence suggests that cochlear am-
plification depends on the OHCs. When these cells are
destroyed, as by an ototoxic antibiotic, the sharply tuned
high-sensitivity portion of the tuning of auditory-nerve
fibers is lost [12.51]; presumably this change reflects
a similar change at the level of the basilar membrane,
i. e., loss of the high-gain sharply tuned portion of the
basilar-membrane response. Electrical stimulation of the
MOC (Fig. 12.5), which affects only the OHC, produces
similar losses in both basilar-membrane motion [12.52]
and neural responses [12.53,54]. Finally, stimulation of
the MOC reduces OAE [12.55,56]. In each case, a neu-
ral input to a cellular element of the cochlea, the OHC,
affects mechanical processes in the cochlea. These data
suggest that the OHCs participate in producing basilar-
membrane motion. The possible mechanisms for this
effect are discussed in Sect. 12.2.4.

The sound-level dependence of gain observed in
Fig. 12.7b shows that the sensitivity of the cochlea is
regulated across sound levels. The gain is high at low
sound levels and decreases at higher sound levels; as
a result, the output varies over a narrower dynamic
range than the input, which is compression. A differ-
ent view of compression is shown in Fig. 12.7c, which
plots basilar-membrane input/output functions at vari-
ous frequencies for a 10 kHz site on a chinchilla basilar
membrane [12.36]. Basilar-membrane response is meas-
ured as velocity, instead of displacement as in previous
figures. However, velocity and displacement are propor-
tional for a fixed frequency, so in terms of input/output
functions it does not matter which variable is plotted.
Figure 12.7c has logarithmic axes, so a linear growth
of response, in which the output is proportional to the
input, corresponds to a line with slope 1, as for the
dashed line at right. At low sound levels (< 40 dB), the
response is largest at 10 kHz, as it should be for the
BF. The response to 10 kHz is roughly linear at very
low sound levels (< 20 dB), but has a lower slope at
higher levels. Over the range of input sound levels from
20–80 dB SPL, the output velocity increases only 10-
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fold or 20 dB, a compression factor of about 0.3. At
lower frequencies (8 and 2 kHz), the slope is closer to 1,
as expected from the constant gain at low frequencies in
Fig. 12.7b. At higher frequencies (11 kHz), the growth
of response is also compressive, but with a lower gain.
Finally, at very high frequencies (16 kHz), the growth is
again approximately linear.

The behavior shown in Figs. 12.7b,c is typical of
cochleae that are judged to be in the best condition dur-
ing the measurements. As the condition of the cochlea
deteriorates, the input/output functions become more
linear and their gain decreases [12.57], reflecting a loss
of cochlear amplification. Although such data are not
available for the example in Fig. 12.7c, the typical post-
mortem behavior of input/output functions at BF is
something like the dashed line used to illustrate lin-
ear growth. Post-mortem functions have a slope of 1
at all sound levels and typically intercept the compres-
sive BF input/output function at levels of 70–100 dB.
Assuming that the cochlear amplifier is not functioning
post-mortem, the gain of the amplifier can be defined
as the horizontal distance between the linear-growth
portion of the BF curve in the normal ear and the
post-mortem curve. With this definition of gain, the
compression region of the input/output function can
be understood as resulting from a gradual decrease in
amplification as the sound grows louder.

The compression of basilar-membrane response
shown in Fig. 12.7c has a number of perceptual cor-
relates [12.58]. The degree of compression can be
measured in human observers using a masking tech-
nique, motivated by the behavior of basilar-membrane
data like Fig. 12.7 [12.59, 60]; the compression meas-
ured in these studies is comparable to that measured in
basilar-membrane data. Moreover, compression can be
used to explain a number of perceptual phenomena, in-
cluding aspects of temporal processing and loudness
growth. In hearing-impaired persons, compression is
lost to varying degrees, consistent with the effects of
loss of OHCs on basilar-membrane responses discussed
above (i. e., the slopes of basilar-membrane input/output
functions steepen). Some of the effects of hearing im-
pairment can be explained by a change in compression
ratio from 0.2–0.3 to a value near 1. An important ex-
ample is loudness recruitment. If loudness is somehow
proportional to the overall degree of basilar-membrane
motion, then a steepening of the growth of basilar-
membrane motion with sound intensity should lead to
a steepening of loudness growth with intensity. This
is the major effect observed on loudness growth with
hearing impairment.

Mechanisms Underlying Basilar-Membrane
Tuning

The current understanding of how the properties of
basilar-membrane motion arise is incomplete. Work on
this subject has proceeded along two lines:

1. collection of evermore accurate data on the motion
of the basilar membrane and the components of the
organ of Corti; and

2. models of the observed motion of the basilar mem-
brane based on physical principles of mechanics and
fluid mechanics.

Progress in this field has been limited by the dif-
ficulty of obtaining data, however, and modelers have
generally responded vigorously to each new advance in
observing and measuring basilar-membrane motion. At
present, the major impasse in this work seems to be the
difficulty of observing the independent motion of the
components of the organ of Corti. Such data are neces-
sary to resolve questions about the mode of stimulation
of hair cells by the motion of the basilar membrane and
questions about the effects of OHC and stereociliary
movements on the basilar membrane.

Modeling of basilar-membrane motion has been ap-
proached with a variety of methods in an attempt to
account for the properties of the motion. Comprehen-
sive reviews of this literature and its relationship to
important aspects of data on basilar-membrane motion
are available [12.61, 62]. The next paragraphs provide
a rough summary of the current understanding of this
topic.

Tuning or the separation of frequencies in basilar-
membrane motion is usually attributed to the variation
in the stiffness and (sometimes) the mass of the basilar
membrane along its length. In most basilar-membrane
models, the points on the basilar membrane are as-
sumed to move independently; that is, the longitudinal
stiffness coupling adjacent points on the membrane is
assumed to be small. With this assumption, the resonant
frequency of a point on the basilar membrane should
vary approximately as the square root of its stiffness
divided by its mass, using the usual formula for the
resonant frequency of a mass–spring oscillator. In so-
called long-wave models, it is this resonant frequency
that determines the mapping of frequency into place in
the cochlea. Experimentally, the stiffness of the basi-
lar membrane varies from high near the base to low at
the apex [12.33, 63]. Thus the stiffness gradient is qual-
itatively consistent with the observed place–frequency
map; however, whether the stiffness gradient is sufficient
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to fully account for tuning in the cochlea is not settled,
because of the difficulty of making measurements.

Recent efforts in cochlear modeling have been de-
voted to micromechanical models, i. e., models of the
detailed mechanics of the organ of Corti and the tectorial
membrane [12.49, 62]. Movement of the basilar mem-
brane is coupled to the hair cells through the organ of
Corti, particularly through the relative movement of the
top surface of the organ (the reticular lamina) in which
the hair cells are inserted and the overlying tectorial
membrane (refer to Fig. 12.4c). Mechanical feedback
from the OHCs is similarly coupled into the basilar
membrane through the same structures. The structure
of the organ of Corti is complex and heterogeneous,
with considerable variation in the stiffness of its differ-
ent parts [12.64]. Thus a full account of the properties of
the basilar membrane awaits an adequate micromechan-
ical model, based on accurate data on the mechanical
properties of its components.

In both models and measurements, the sound pres-
sure difference across the basilar membrane drops
rapidly to zero past the point of resonance. This be-
havior is illustrated by the high-frequency part of the
data in Fig. 12.7b and the lack of deflection beyond the
peak of the responses in Fig. 12.7a. This fact means
that there is no pressure difference across the basilar
membrane at the apical end of the cochlea, so the heli-
cotrema does not affect basilar-membrane mechanics (in
particular it does not short out the pressure difference
driving the basilar membrane) except at very low fre-
quencies, where the displacement is large near the apex.
The role of the helicotrema is presumably to prevent
the generation of a constant pressure difference across
the basilar membrane; such a difference would inter-
fere with the delicate transducer system in the organ
of Corti.

The frequency analysis done by the basilar mem-
brane is preserved by the arrangement of hair cells and
nerve fibers in the cochlea (Fig. 12.6b). A particular hair
cell senses only the local motion of the basilar mem-
brane, so that the cochlear place map is recapitulated in
the population of hair cells spread out along the basi-
lar membrane. Moreover, each AN fiber innervates only
one IHC, so the cochlear place map is again recapitu-
lated in the AN fiber array. As a result, AN fibers that
innervate, say, the 3 kHz place on the basilar membrane
are maximally activated by 3 kHz energy in the sound
and it is the level of activation of those fibers that pro-
vides information to the brain about the 3 kHz energy
in the sound. The representation of sound in an array of
neurons tuned to different frequencies is the basic or-

ganizing principle of the whole auditory system and is
called tonotopic organization.

12.2.3 Representation of Sound
in the Auditory Nerve

Before discussing cochlear transduction in hair cells, it
is useful to introduce some properties of the responses
to sound of AN fibers. Of course, the properties of AN
fibers derive directly from the properties of the basi-
lar membrane and the transduction process in IHCs.
AN fibers encode sound using trains of action poten-
tials, which are pulses fired by a fiber when stimulated
by a hair-cell synapse. Information is encoded in the
rate at which the fiber discharges action potentials or
by the temporal pattern of action potentials. Fibers are
active spontaneously at rates that vary from near 0 to
over 100 spikes/s. When stimulated by an appropriate
sound, the fiber’s discharge rate increases and the tem-
poral patterning of action potentials often changes as
well. Figure 12.8 shows some basic features of the en-
coding process. Reviews of the representation of sound
by auditory neurons are provided by Sachs [12.65], Eg-
germont [12.66] and Moore [12.67]. Another view is
provided by recent attempts to model comprehensively
the responses of AN fibers [12.68–70] or to analyze the
information encoded using theoretical methods [12.71].

The tuning of the basilar membrane is reflected
in the tuning of AN fibers as is shown by the tuning
curves in Fig. 12.8a. This figure shows tuning curves
from 11 AN fibers with different BFs. Each curve
shows how intense a tone has to be (ordinate) in or-
der to produce a criterion change in discharge rate from
a fiber, as a function of sound frequency (abscissa).
The tuning curves qualitatively resemble the basilar-
membrane response functions shown in Fig. 12.7b for
the lowest sound levels (after being turned upside down).
The comparison should not be exact because the data
are from different species and the tuning curves in
Fig. 12.8a are constant-response contours whereas the
basilar-membrane functions in Fig. 12.7b are constant-
input-level response functions. However, a quantitative
comparison of threshold functions for the basilar mem-
brane and AN fibers from the same species yields a good
agreement, and it is generally considered that AN tun-
ing is accounted for by basilar-membrane tuning [12.34].
The AN consists of an array of fibers tuned across the
range of frequencies that the animal can hear. The fre-
quency content of a sound is conveyed by which fibers
are activated, the tonotopic representation discussed in
the previous section.
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Fig. 12.8a–c Basic properties of responses to sound in AN fibers. (a) Tuning curves, showing the threshold sound level
for a response plotted versus frequency. the dashed line shows the lowest thresholds across a population of animals.
(b) Rate versus sound-level plots for responses to BF tones in three AN fibers. Rate in response to a 200 ms tone is
shown by the solid lines and SR by the dashed lines, which actually plot the SR during the 400 ms immediately preceding
each stimulus. The fibers had similar BFs (5.36, 6.18, and 5.74 kHz) but different spontaneous rates and were recorded
successively in the same experimental preparation. The fluctuations in the curves derive from the randomness in the
responses remaining after three-point smoothing of the curves. (c) Strength of phase-locking in a population of AN fibers
to a BF tone plotted as a function of BF. Phase-locking is measured as the synchronization index, equal to the magnitude
of the Fourier transform of the spike train at the stimulus frequency divided by the average rate. The inset illustrates
phase-locked spike trains (Fig. 12.8a after [12.74], Fig. 12.8c after [12.75])

The perceptual sense of sound frequency, of the high-
ness or lowness of a simple sound like a tone, is strongly
correlated with stimulus frequency and, therefore, with
the population of AN fibers activated by the sound. How-
ever, the pitch of a complex sound, as for musical sounds
or speech, is a more complex attribute both in terms of
the relationship of pitch to the physical qualities of the
sound [12.72] and in terms of the representation of pitch
in the AN. A discussion of this issue is provided by
Cariani and Delgutte [12.73].

The intensity of a sound is conveyed by the rate
at which fibers respond. AN fibers increase their dis-
charge rates as sound intensity increases (Fig. 12.8b). In
mammalian ears, fibers vary in their threshold sensitiv-
ity, where threshold means the sound level at which the
rate increases from the spontaneous rate. The threshold
variation is correlated with spontaneous discharge rate
(SR), so that very sensitive fibers, those with the low-
est thresholds, have relatively high SR and less-sensitive
fibers have lower SR [12.76]. Fibers are broken into three
classes, low, medium, and high, using the somewhat ar-
bitrary criteria of 0.5–1 spikes/s to divide low from
medium and 15–20 spikes/s to divide medium from
high, depending on the experimenters. Figure 12.8b
shows plots of discharge rate versus sound level for
an example fiber in each SR group, labeled on the fig-

ure. Fibers of all SRs have similar rate-level functions;
for tones, these increase monotonically with sound level
(except for the effect of noisy fluctuations) from spon-
taneous rate to a saturation rate. In high-SR fibers, the
dynamic range, the range over which sound intensity
increases produce rate increases, is narrow and the sat-
uration of discharge rate at high sound levels is clear.
In low- and medium-SR fibers, the saturation is gradual
(sloping) and the dynamic range is wider.

The sloping saturation in low- and medium-SR fibers
is thought to reflect compression in basilar-membrane
responses [12.21,77]. High-SR fibers do not show slop-
ing saturation because the fiber reaches its maximum
discharge rate at sound levels where growth of the
basilar-membrane response is linear (e.g. below 20 dB in
Fig. 12.7). By contrast, the low- and medium-SR fibers
sample both the linear and compressed portion of the
basilar-membrane input/output function. The vertical
dashed line in Fig. 12.8 shows the approximate thresh-
old for basilar-membrane compression inferred for these
fibers.

The relationship of AN responses to the percep-
tual sense of loudness is an apparently simple problem
that has not been fully solved. While it is generally
assumed that loudness is proportional to the overall
increase in discharge rate across all BFs [12.78], this
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calculation does not predict important details of loud-
ness growth [12.79–81], especially in ears with damage
to the hair cells. Presumably there are additional trans-
formations in the central auditory system that determine
the final properties of loudness growth.

A property of AN discharge that is important for
many sounds is the ability to represent the temporal
waveform. Sounds such as speech have information en-
coded at multiple levels of temporal precision [12.82];
these include

1. syllables and other aspects of the envelope at fre-
quencies below 50 Hz;

2. periodicity (pitch) in sounds such as vowels at fre-
quencies from 50–500 Hz; and

3. the fine structure of the actual oscillations in the
acoustic waveform at frequencies above 500 Hz.

AN fibers represent the waveform of sounds (the fine
structure) by phase-locking to the stimulus. A schematic
example is shown in the inset of Fig. 12.8c, which shows
a sinusoidal acoustic waveform (a tone) and four exam-
ples of AN spike trains in response to the stimulus. The
important point is that the spikes in the responses do
not occur at random, but rather at a particular stimulus
phase, near the positive peak of the stimulus waveform
in this example. The phase-locking is not perfect, in that
a spike does not occur on every cycle of the stimulus, and
the alignment of spikes and the waveform varies some-
what. However, a histogram of spike-occurrence times
shows a strong locking to the stimulus waveform and
the Fourier transform of the spike train generally has its
largest component at the frequency of the stimulus.

Phase-locking occurs at stimulus frequencies up to
a few kHz, depending on the animal. The main part of
Fig. 12.8c shows the strength of phase-locking in terms
of the synchronization index (defined in the caption)
plotted against the frequency of the tone. These data are
from the cat ear [12.75] where phase-locking is strongest
below 1 kHz and disappears by about 6 kHz. Phase-
locking always shows this low-pass property of being
strong at low frequencies and nonexistent at high fre-
quencies. The highest frequency at which phase-locking
is seen varies in different species, being lower in rodents
than in cats [12.83].

AN phase-locking is essential for the perception of
sound localization. The relative time of occurrence of
spikes from the two ears is used to compute the de-
lays in the stimulus waveform across the head that
provide information about the azimuth of a sound
source [12.84]. Phase-locking has also been suggested
as a basis for processing of speech and other complex

stimuli [12.71,85]. Examples of the usefulness of phase-
locking in analyzing responses to complex stimuli are
given in Sect. 12.3.1.

12.2.4 Hair Cells

The transduction of basilar-membrane motion into elec-
trical signals occurs in the IHCs. The OHCs participate
in the generation of sensitive and sharply tuned basilar-
membrane motion. In this section, the physiology of
IHCs and OHCs are described with reference to these
tasks. At the time of this writing, hair-cell research is
one of the most active areas in auditory neuroscience
and many of the details of hair-cell function are just be-
ing worked out. Useful recent reviews of the literature
are available [12.86–89].

IHCs and Transduction
Both IHCs and OHCs transduce the motion of the basilar
membrane. This section describes transduction with ref-
erence to the IHCs, but transduction works in essentially
the same fashion in OHCs. The transduction apparatus
depends on the arrangement of stereocilia on the apical
surface of hair cells. Stereocilia are structures that pro-
trude from the hair cells into the endolymphatic space
of the SM (Fig. 12.9a). They consist of bundles of actin
filaments anchored in an actin/myosin matrix just under
the apical surface of the cell. The membrane of the cell
wraps the actin rods so that they are intracellular and the
membrane potential of the cell appears across the mem-
branes of the stereocilia. The structure of stereocilia is
intricate and involves a number of structural proteins
that are important for organizing the development of the
cilia and for maintaining them in proper position on the
cell [12.90]. The stereocilia form a precisely organized
bundle; in the cochlea, the bundle consists of several
roughly V- (IHCs) or W-shaped (OHCs) rows of cilia
(typically three, as in Fig. 12.9) of graded length, so that
the cilia in the row nearest the lateral edge of the hair cell
are the longest and those in the adjacent rows are succes-
sively shorter. Each row consists of 20–30 cilia precisely
aligned with the cilia in adjacent rows. The tips of the
cilia are connected by tip links [12.91], a string-like bun-
dle of protein that connects the tip of a shorter cilium to
the side of the taller adjacent cilium (Fig. 12.9b).

Transduction occurs when vertical motion of the
basilar membrane is converted into a shearing motion
of the stereocilia (the arrow in Fig. 12.9b). It has long
been known that hair cells are functionally polarized,
in the sense that they respond most strongly to dis-
placement of the cilia in the direction of the arrow, are
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inhibited by displacement in the opposite direction, and
respond weakly to displacement of the cilia in lateral di-
rections [12.92, 93]. In fact, hair cells are depolarized
when the stereocilia are displaced in the direction that
stretches the tip links. Further evidence to associate the
tip links to the transduction process is that when the tip
links are destroyed by lowering the extracellular calcium
concentration, transduction disappears and reappears as
the tip links are regenerated [12.94].

The mechanical connection between basilar-mem-
brane motion and cilia motion is not fully understood. As
shown in Fig. 12.4c, the stereocilia bundles are oriented
so that lateral displacement of the cilia (i. e., displace-
ment away from the central axis of the cochlea) should
be excitatory. Furthermore the tips of the OHC cilia are
embedded in the tectorial membrane, whereas those of

Fig. 12.9a–c Transduction in IHCs. (a) Schematic of an
IHC showing the components important for transduction.
The stereocilia protrude into the endolymphatic space (top),
containing mainly K+; the extracellular potential here is
about +90 mV (the endolymphatic potential). The trans-
duction apparatus consists of tip links and channels near
the tips of the cilia. The dashed lines show the transduction
current. It enters the cell through the transduction channel
and exits through K+ channels in the basolateral membrane
of the cell into the perilymphatic space. The intracellular
and extracellular potentials of the cell and the perilymphatic
space are given. There is a mechanically stiff and electri-
cally insulating boundary between the endolymphatic and
perilymphatic spaces, formed by tight junctions between
the apical surfaces of hair cells and supporting cells (s.c.),
indicated by the small black ovals. The synapse, at the
base of the cell, is a standard chemical synapse, in which
voltage-gated Ca2+ channels open in response to the de-
polarization caused by the transduction current and admit
Ca2+ to activate neurotransmitter release. (b) Detailed view
of two stereocilia with a tip link connecting ion channels in
the membrane of each. The upper ion channel is connected
to an adaptation motor that moves up and down along the
actin filaments to tension the tip link. (c) Transduction func-
tion showing the receptor potential (the depolarization or
hyperpolarization) of a hair cell versus the displacement of
the stereocilia tips. Typical axis scales would be 0.01–1 µm
per tick on the abscissa and ≈2 mV per tick on the ordinate

the IHC are not. Based on the geometry of the organ, up-
ward motion of the basilar membrane (i. e., away from
the ST and toward the SM and SV) results in lateral dis-
placement of the cilia through the relative motions of
the organ of Corti and the tectorial membrane. Presum-
ably the coupling to the OHC is a direct mechanical one,
whereas the coupling to the IHC is via fluid movements,
so the IHC stereocilia are bent through viscous drag of
the endolymph in the space between the organ of Corti
and the tectorial membrane. While this model is com-
monly offered and is probably basically correct, it is not
consistent in detail with the phase relations between the
stimulus (or basilar-membrane motion) and action po-
tential phase locking in AN fibers [12.95]. Presumably
the inconsistencies reflect complexities in the motions
of the organ of Corti that connect basilar-membrane
displacement to stereociliary displacement.

The current model for the tip link and transduction
channel is shown in Fig. 12.9b. The tip link connects
(probably) two transduction channels, one in each cil-
ium. When the bundle moves in the excitatory direction
(the direction of the arrow), the tension in the tip link
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increases, which opens the transduction channels and al-
lows current flow into the cell. Movement in the opposite
direction relaxes the tension in the tip link and allows the
channels to close. The current through the transduction
channels is shown by the dashed line in Fig. 12.9a. Out-
side of the stereociliary membrane is the endolymph of
the SM. The transduction channels are nonspecific chan-
nels which allow small cations to pass; in the cochlea,
these are mainly Na+, K+, and Ca2+. However, the
predominant ion in both the extracellular (endolymph)
and intracellular spaces is K+, so the transduction cur-
rent is mostly K+. The energy source producing the
current is the potential difference between the SM (the
endolymphatic potential, approximately +90 mV) and
the intracellular space in the hair cell (approximately
−50 mV). The endolymphatic potential is produced by
the active transport of K+ into the endolymph and Na+
out of the endolymph in the stria vascularis (Fig. 12.4b).
This transport process also produces the endolymphatic
potential [12.22]. The negative potential inside the hair
cell is produced by the usual mechanisms in which ac-
tive transport of K+ into the cell and Na+ out of the
cell produces a negative diffusion potential through the
primarily K+ conductances of the hair cell membrane.
Because the transduction current is primarily K+, it does
not burden the hair cell with the necessity for additional
active transport of ions brought into the hair cell by
transduction.

When the transduction channels open, the hair cell is
depolarized by the entry of positive charge into the cell.
The transduction current flows out of the cell through the
potassium channels in its membrane. Figure 12.9c shows
the typical transduction curve for a cochlear hair cell, as
the depolarization of the membrane (ordinate) produced
by a certain displacement of the stereociliary bundle (ab-
scissa). At rest (zero displacement), some transduction
channels are open, so that both positive and negative dis-
placements of the bundle can be signaled. However, hair
cells generally have only a fraction of channels open at
rest so that a much larger depolarization is possible than
hyperpolarization, i. e., more channels are available for
opening than for closing. The transduction curve satu-
rates when all channels are closed or all channels are
open.

The transduction process is completed by the open-
ing of voltage-gated Ca2+ channels in the hair cell
membrane, which allows Ca2+ ions to enter the cy-
toplasm (dotted line at the bottom of Fig. 12.9a) and
activate the synapse. The hair-cell synapse has an
unusual morphology, containing a synaptic ribbon sur-
rounded by vesicles [12.96,97]. This ribbon presumably

reflects molecular specializations that allow the synapse
to be activated steadily over a long period of time without
losing its effectiveness and also to produce an action po-
tential in the postsynaptic fiber on each release event, so
that summation of postsynaptic events is not necessary,
as is required for phase-locking at kilohertz frequencies.
The synapse appears to be glutamatergic [12.98] with
specializations for fast recovery from one synaptic re-
lease, also necessary for high-frequency phase-locking.

The final component of the transduction apparatus
is the adaptation motor, shown as two black circles in
Fig. 12.9b [12.99]. Presumably the transduction chan-
nel and the adaptation motor are mechanically linked
together so that when the motor moves, the channel
moves also. The sensitivity of the transduction process
depends on having an appropriate tension in the tip link.
If the tension is too high, the channels are always open;
if the tip link is slack, then the threshold for transduc-
tion will by elevated because larger motions of the cilia
will be required to open a transduction channel. The tip-
link tension is adjusted by a myosin motor that moves
upward along the actin filaments when the transduction
channel is closed. When the channel opens, Ca2+ flows
into the stereocilium through the transduction channel
and causes the motor to slip downward. Thus the adap-
tation motor serves as a negative feedback system to set
the resting tension in the tip link. The zero-displacement
point on the transduction curve in Fig. 12.9c is set by
an equilibrium between the motor’s tendency to climb
upward and the tension in the tip link, which causes
the channel to open and admit Ca2+, pulling it down-
ward. Adaptation also regulates the sensitivity of the
transduction process in the presence of a steady stimulus.

There is a second, fast, mechanism for adaptation
in which Ca2+ entering through an open transduction
channel acts directly on the channel to close it, thus
moving the transduction curve in the direction of the
applied stimulus [12.88]. This mechanism is discussed
again in a later section, because it also can serve as a kind
of cochlear amplifier.

IHC Transduction
and the Properties of AN Fibers

The description of transduction in the previous section
suggests that the stimulus to an AN fiber should be ap-
proximately the basilar-membrane motion at the point in
the cochlea where the IHC innervated by the fiber is lo-
cated. It follows that the tuning and rate responses of the
fiber should be similar to the tuning and response ampli-
tude of the basilar membrane, discussed in connection
with Fig. 12.7.
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The receptor potentials in an IHC responding to
tones are shown in Fig. 12.10 [12.83]. The traces are
the membrane potentials recorded in an IHC, each trace
at a different stimulus frequency. These potentials are
the driving force for the Ca2+ signal to the synapse,
and thus indirectly for the AN fibers connected to the
cell. The properties of these potentials can be predicted
from Fig. 12.9c by the thought experiment of moving
a stimulus sinusoidally back and forth on the abscissa
and following the potential traced out on the ordinate.
The potential should be a distorted sinusoid, because
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Fig. 12.10 Receptor potentials in an IHC in the basal turn
of a guinea-pig cochlea. The stimulus level was set at 80 dB
SPL so that the cell would respond across a wide range of
frequencies. Stimulus frequency is given at right. Notice the
change in ordinate scale between the 900 Hz and 1000 Hz
traces. (After [12.83], with permission)

depolarizing responses are larger than hyperpolarizing
ones, and it should have a steady (DC) offset, also be-
cause of the asymmetry favoring depolarization. At low
frequencies, both components can be seen in Fig. 12.10;
the response is a distorted sinusoid riding on a steady
depolarization. At high frequencies (>1000 Hz), the si-
nusoidal component is reduced by low-pass filtering by
the cell’s membrane capacitance and only the steady
component is seen. The transition from sinusoidal re-
ceptor potentials at low frequencies to rectified DC
potentials at high frequencies corresponds to the loss
of phase-locking at higher frequencies in AN fibers
(Fig. 12.8c). At low frequencies, the IHC/AN synapse
releases transmitter on the positive half cycles of the
receptor potential and the AN fiber is phase-locked; at
high frequencies, there is a steady release of neurotrans-
mitter and the AN fiber responds with a rate increase but
without phase-locking.

OHCs and the Cochlear Amplifier
In the discussion of the basilar membrane, the need for
a source of energy in the cochlea, a cochlear ampli-
fier, was discussed. At present, two possible sources
of the amplification have been suggested. The first is
OHC motility [12.86,100] and the second is hair bundle
motility [12.101]. Although hair bundle motility could
function in both IHCs and OHCs, it seems likely that
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Fig. 12.11a,b Schematic summary of AN tuning curves in
normal ears and in ears with damaged cochleae. (a) In re-
gions of the cochlea with remaining OHCs but damaged
IHCs tuning curves mainly show a threshold elevation.
(b) In regions with missing OHCs but intact IHCs there
is an elevation of threshold at frequencies near BF and
a substantial broadening of tuning. (After [12.51])
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the OHC is the principal element of the cochlear am-
plifier. The evidence for this is that the properties of
the cochlea change in a way consistent with modifica-
tion of cochlear mechanics when the OHC are damaged
or otherwise manipulated, but not the IHC. For exam-
ple, electrical stimulation of the MOC, which projects
only to the OHCs (Fig. 12.5), modifies otoacoustic emis-
sions [12.31] and reduces the amplitude of motion of the
basilar membrane [12.102, 103].

Figure 12.11 shows tuning curves in AN fibers for
intact ears (“normal”) and for ears with IHC or OHC
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damage [12.51, 105]. These tuning curves are schemat-
ics that summarize the results of studies in ears with
damage due to acoustic trauma or ototoxic antibiotics.
Complete destruction of IHCs, of course, eliminates AN
activity entirely. However, it is possible to find regions
of the cochlea with surviving IHCs that have damaged
stereocilia and OHCs that appear intact. The sensitivity
of AN fibers in such regions is reduced, reflected in the
elevated threshold in Fig. 12.11a, but the tuning is still
sharp and appears to be minimally altered. By contrast,
in regions with intact IHCs and OHCs that are damaged
or missing, the tuning curves are dramatically altered, as
in Fig. 12.11b. There is a threshold shift reflecting a loss
of sensitivity but also a substantial broadening of tun-
ing. These are the effects that are expected from the loss
of the cochlear amplifier. Note that the thresholds well
below BF (<1 kHz in Fig. 12.11b) can actually be lower
than normal with OHC damage. This phenomenon is
not fully understood and seems to reflect the existence
of two modes of stimulation of IHCs [12.106].

Some properties of OHCs are shown in Fig. 12.12.
These cells have a transduction apparatus similar to that
in IHCs, but Fig. 12.12 focuses on unique aspects of
OHC anatomy and physiology. The OHCs are located
in an unusual system of structural or supporting cells.
Unlike virtually all tissues, the OHC are surrounded by
a fluid space containing perilymph for distances compa-
rable to the cells’ widths (asterisks in Fig. 12.4c). The
OHC are held by supporting cells called Deiter’s cells

Fig. 12.12 (a) Schematic picture of an OHC showing ele-
ments important for OHC function. The diagram is labeled
as for Fig. 12.9a except for the following: DC – Deiter’s
cell extensions that are linked to OHCs by tight junc-
tions to form the top surface of the organ of Corti; Na+
– the extracellular spaces around the lateral membranes of
the OHCs are filled with perilymph, a high-Na+, low-K+
fluid; P – prestin molecules in the lateral membrane; eff.
– efferent terminal of a MOC neuron on the OHC; s.c.
subsynaptic cistern associated with the efferent synapse.
K+ and Ca2+ currents activated by the synapse are shown
by dashed and dotted lines, respectively. (b) Schematic
of prestin molecules in the lateral membrane of the cell.
When the membrane potential ∆V is negative, Cl− ions are
driven into the prestin molecule, increasing its membrane
area (as indicated by the double-headed arrow). (c) The
top plot shows the length of an isolated OHC as a func-
tion of membrane potential showing the amplitude of the
electromotility. The bottom plot shows the nonlinear ca-
pacitance of the same cell. (Fig. 12.12c after [12.104] with
permission)
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that form a cup around the base of the cell and have a stiff
extension up to the top surface of the organ of Corti.
The extension terminates next to the apical surface of
the OHC, where a system of tight junctions similar to
that in the IHC region holds the OHCs and Deiter’s cells
to form a mechanically stiff and electrically insulating
barrier between the endolymph and perilymph.

In response to depolarization of their membranes,
say in response to a transduction current, OHCs shorten,
a process called electromotility [12.107, 108]. Electro-
motility does not use a direct chemical energy source
[such as adenosine triphosphate (ATP)] as do other cel-
lular motility processes. It is also very fast, responding
to frequencies of 10 kHz or above, limited mainly by the
limits of the experimental observations. This unusual
motile process is produced by a molecule called prestin
(“P” in Fig. 12.12a) found in a dense array in the lateral
wall of the OHCs [12.109–111], where it is associated
with a complex mechanical matrix that forms the cell’s
skeleton [12.112]. Prestin causes the cell to shorten in
response to electrical depolarization of its membrane,
so the energy source for electromotility is the electrical
membrane potential. The mechanism of electromotil-
ity is shown schematically in Fig. 12.12b. The prestin
molecule is similar to anion transporters, molecules that
normally move anions through the cell membrane. It is
thought that prestin is a modified transporter that can
bind an anion, but the ion moves only part of the way
through the membrane. In OHCs, the relevant anion is
Cl− because electromotility is blocked by removing Cl−
from the cytoplasm [12.113]. When a Cl− ion binds to
a prestin molecule, the cross-sectional area of the mol-
ecule increases, thus increasing the membrane area and
lengthening the cell (indicated by the double-headed ar-
row). Cl− ions are driven into the membrane by negative
membrane potentials, so depolarization pulls them out
and decreases the membrane area, shortening the cell.

When a Cl− ion binds to a prestin molecule, it moves
part way through the cell’s electrical membrane poten-
tial (∆V in Fig. 12.12b). This movement behaves like
charging a capacitance in the cell’s membrane and ap-
pears in electrical recordings as an additional membrane
capacitance. However the extent of charge movement
depends on the membrane potential, making the capaci-
tance nonlinear. At very negative membrane potentials,
all the prestin molecules have a bound Cl− and no charge
movement can occur; similarly, at positive potentials, the
Cl− is unlikely to bind to prestin and again no charge
movement can occur. Thus the nonlinear capacitance
is significant only over the range of membrane poten-
tials where the prestin molecules are partially bound to

Cl−. The bottom part of Fig. 12.12c shows the nonlin-
ear capacitance as a function of membrane potential,
showing the predicted behavior [12.104]. The top part
of Fig. 12.12c shows the electrically produced change
in cell length; as expected, changes in cell length are
observed only over the range of membrane potentials
where the nonlinear membrane capacitance is observed.

Prestin is found essentially only in OHCs and, in par-
ticular, is not seen in IHCs [12.111]. When expressed by
genetic methods in cells that normally do not contain it,
prestin confers electromotility on those cells. In addition,
when the prestin gene was knocked out, the morphol-
ogy of the cochlea and the hair cells was not affected
(except that the OHCs were shorter), but electromotility
was not observed and the sensitivity of auditory neu-
rons was decreased; otoacoustic emissions were also
decreased [12.114]. These are the effects expected if
prestin is the energy source for the cochlear amplifier.

The means by which OHC motility amplifies basilar-
membrane motion is somewhat uncertain. Models that
use physiologically accurate OHC motility to produce
cochlear amplification have been suggested and ana-
lyzed, e.g., [12.115]. However, such models require
assumptions about the details of the mechanical interac-
tions within the organ of Corti, assumptions that have not
been tested experimentally. For example, the OHCs lie
at an angle to the vertical extensions of the Deiter’s cells,
so that successive locations along the basilar membrane
are coupled to one another [12.108]. The mechanical ef-
fects of structures like this are quite important in models
of basilar-membrane movement that incorporate OHC
electromotility [12.62]. An additional major uncertainty
at present about a prestin-derived cochlear amplifier is
the fact that prestin depends on the membrane poten-
tial as its driving signal [12.88]. Because the membrane
potential is low-pass filtered by the cell’s membrane ca-
pacitance, in the fashion seen in Fig. 12.10, it is not clear
that a prestin-based mechanism can generate sufficient
force at high frequencies.

The second possible mechanism for the cochlear
amplifier is by stereocilia bundle movements that can
amplify hair-cell stimulation either through nonlineari-
ties in the compliance of the bundle or through active
hair-bundle movements [12.89, 101]. Essentially these
mechanisms work by moving the bundle further in the
direction of its displacement, which would amplify the
stimulation of the hair cell. Calculations suggest that
the speed of bundle movement is sufficient and that the
stiffness of the bundles is a significant fraction of the
basilar-membrane stiffness, both necessary conditions
for a stereociliary-bundle motor to be the cochlear ampli-
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fier. Of course both the prestin and stereociliary-bundle
mechanisms may operate.

The final aspect of OHC physiology shown in
Fig. 12.12a is the efferent synapse made by the MOC
neuron on the OHC. This synapse activates an un-
usual cholinergic postsynaptic receptor which admits
a significant Ca2+ current (dotted line), along with
other cations, to the cytoplasm. The Ca2+ current acti-
vates a calcium-dependent potassium channel producing

a larger potassium current (dashed line) [12.116]. The
efferent synapse inhibits OHC function, decreasing the
sensitivity of AN fibers and broadening their tuning,
effects consistent with a decrease in cochlear amplifica-
tion [12.31]. The mechanism is thought to be an increase
in the membrane conductance of the OHC, from opening
the calcium-dependent K+ channel, which hyperpolar-
izes the cell and shorts the transducer current, producing
a smaller receptor potential.

12.3 Auditory Nerve and Central Nervous System

In a previous section, the basic properties of AN fiber
responses to acoustic stimuli were described. These
properties can be related directly to the properties of the
basilar membrane and hair cells. The auditory system
does not usually deal with the kinds of simple stimuli
that have been considered so far, i. e., tones of a fixed
frequency. When multiple-tone complexes or other stim-
uli with multiple frequency components are presented
to the ear, there are interactions among the frequency
components that are important in shaping the responses.
This section describes two such interactions and then
provides an overview of the tasks performed by the
remainder of the auditory system.

12.3.1 AN Responses to Complex Stimuli

Many of the features of responses of AN fibers to com-
plex stimuli can be seen from the responses to a two-tone
complex. An example is shown in Fig. 12.13 which
shows responses of AN fibers to 2.17 and 2.79 kHz tones
(called f1 and f2, respectively) presented simultane-
ously and separately [12.117]. In this experiment a large
population of AN fibers were recorded in one animal and
the same set of stimuli were presented to each fiber. Be-
cause fibers were recorded across a wide range of BFs,
this approach allows the construction of an estimate of
the response of the whole AN population. Responses are
plotted in Fig. 12.13 as the strength of phase-locking to
various frequency components of the stimulus. Phase-
locking is used here to allow the complex responses of
the fibers to be separated into responses to the various
individual frequency components. The abscissa is plot-
ted as BF, on a reversed frequency scale, and also in
terms of the distance of the fibers’ points of innervation
from the stapes.

The distribution of responses to the f1 frequency
component (2.17 kHz) presented alone is shown in

Fig. 12.13a by the solid line. The response peaks near
the point of maximum response to f1, indicated by the
arrow labeled f1 at the top of the plot. The dotted line
shows the phase-locking to f1 when the stimulus is a si-
multaneous presentation of f1 and f2. The response
to f1 is similar in both cases, except near the point
of maximum response to f2 (at the arrow marked f2)
where the response to f1 is reduced by the addition
of f2 to the stimulus. This phenomenon is called two-
tone suppression [12.118,119]; it can be suppression of
phase-locking as in this case or it can be a decrease of the
discharge rate in response to an excitor tone when a sup-
pressor tone is added. Suppression can be seen on the
basilar membrane as a reduction in the membrane mo-
tion at one frequency caused by the addition of a second
frequency [12.34], and is usually explained as resulting
from compression in the basilar-membrane input/output
relationship.

The importance of suppression for responses to com-
plex stimuli is that it improves the tonotopic separation
of the components of the stimulus. In Fig. 12.13a, for
example, f1 presented by itself (solid line) gives a broad
response that spreads away from the f1 place and en-
compasses the f2 place. In the presence of f2, the f1
response is confined to points near the f1 place, thus
improving the effective tuning of the fibers for f1. The
bottom part of Fig. 12.13b shows that the responses at
the f2 place are dominated by phase-locking to f2 when
f1 and f2 are presented simultaneously (dashed curve).
The suppression effect is symmetric and a dip in the
response to f2 is observed at the f1 place (at the aster-
isk in the bottom plot of Fig. 12.13b) which represents
suppression of f2 by f1.

The top part of Fig. 12.13b shows responses to
combination tones, another phenomenon that can be
important in responses to complex stimuli. When two
tones are presented simultaneously, observers can hear
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distortion tones, most strongly at the cubic distortion
frequency 2 f1 − f2 (1.55 kHz here). This distortion
component is produced in the cochlea and is a promi-
nent part of otoacoustic emissions for two-tone stimuli.
It is used for both diagnostic and research purposes as
a measure of OHC function [12.46]. In the cochlea,
phase-locking at the frequency 2 f1 − f2 is seen, as
shown by the dotted curve in the top part of Fig. 12.13b.
It is important that the response to 2 f1 − f2 peaks at the
place appropriate to the frequency 2 f1 − f2 (indicated by
the arrow). The distribution of phase-locking to 2 f1 − f2
is similar to the distribution of phase-locking to a single
tone at the frequency 2 f1 − f2, when account is taken
of suppression effects and of sources of distortion in the
region near the f1 and f2 places [12.117]. This behavior
has been interpreted as showing that cochlear nonlin-

Fig. 12.13a,b Responses of a population of AN fibers
to a two-tone complex consisting of f1=2.17 kHz and
f2=2.79 kHz at 65 dB SPL. The ordinates show the strength
of the phase-locked response as the synchronized rate di-
vided by the spontaneous rate. Synchronized rate is the
Fourier transform of the spike train at the appropriate fre-
quency normalized to have units of spikes/s. Responses
of a representative sample of fibers of different BFs were
recorded. The lines are smoothed versions of the data
computed as a moving-window average of the responses
of individual fibers, for fibers with SR>15 /s. (a) Phase-
locking to f1 for responses to the f1 stimulus tone alone
(solid line) and to both f1 and f2 (dashed line). The arrows
at top show the BF places for the two frequencies. (b) The
top plots and left ordinate show phase-locking to the com-
bination frequencies 2 f1 − f2 (dashed) and f2 − f1 (solid)
when the stimulus was f1 and f2. The bottom plots and
the right ordinate show phase-locking to f1 (solid) and f2

(dashed). For both plots, data were taken only from fibers
to which all the stimuli shown were presented. Thus the f1

phase-locking in (a) (dashed line) and in the bottom part
of (b) (solid line) differ slightly, even though they estimate
the same response to the same stimulus, because they were
computed from somewhat different populations of fibers.
(After [12.117] with permission)

earities in the region of the primary tones ( f1 and f2)
lead to the creation of energy at the frequency 2 f1 − f2,
which propagates on the basilar membrane in a fashion
similar to an acoustic tone of that frequency presented
at the ear. The phase of the responses (not shown) is
consistent with this conclusion.

There is also a distortion tone at the frequency
f2 − f1 (solid line in the top part of Fig. 12.13b), which
appears to propagate on the basilar membrane and shows
a peak of phase-locking at the appropriate place. This
difference tone can also be heard by observers; however,
there are differences in the rate of growth of the percept
of f2 − f1 versus 2 f1 − f2, such that the former grows
nonlinearly and the latter linearly as the level of f1 and
f2 are increased. As a result, f2 − f1 is audible at high
sound levels only.

Responses to a somewhat more complex stimulus
are shown in Fig. 12.14, in this case an approximation to
the vowel /eh/, as in “met” [12.65]. The magnitude spec-
trum of the stimulus is shown in Fig. 12.14a. It consists
of the harmonics of a 125 Hz fundamental with their am-
plitudes adjusted to approximate the spectrum of /eh/.
The actual vowel has peaks of energy at the resonant
frequencies of the vocal tract, called formants; these are
indicated by F1, F2, and F3 in Fig. 12.14a. Again the ex-
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Fig. 12.14a–c Responses to a stimulus similar to the vowel
/eh/ presented at two sound levels in a population of AN
fibers. (a) The magnitude spectrum of the stimulus. It is
periodic and consists of harmonics of a 125 Hz fundamen-
tal. There are peaks of energy at the formant frequencies
of a typical /eh/, near 0.5 (F1), 1.75 (F2), and 2.275 kHz
(F3). The 1.152 kHz component in the trough between F1
and F2 is used for comparison in parts (b) and (c). (b) Dis-
tribution of phase-locking to four frequency components of
the vowel when presented at 58 dB SPL, as labeled. These
are moving-window averages of the phase-locking of indi-
vidual fibers. Phase-locking here is the magnitude of the
Fourier transform of the spike train at the frequency of in-
terest normalized by the maximum discharge rate of the
fiber. Maximum rate is the rate in response to a BF tone
50 dB above threshold. (c) Same for responses to the vowel
at a sound level of 78 dB SPL. (After [12.120, 121])

perimental approach is to record from a large population
of AN fibers in one animal and present the same stimu-
lus to each fiber. The response of the whole population is
estimated by a moving average of the data points for in-
dividual fibers. This stimulus contains many frequency
components, so the responses are quite complex. How-

ever, the data show that formant frequencies dominate
the responses. Note that combination tones always oc-
cur at the frequency of a real acoustic stimulus tone for
a harmonic series like this, so it is not possible to analyze
combination tones without making assumptions that al-
low the responses to combination and real tones to be
separated [12.120].

The distribution of phase-locking in response to the
formants and to one non-formant frequency are shown
in Figs. 12.14b and 12.14c; these show responses at two
sound levels. At 58 dB (Fig. 12.14b), the formant re-
sponses are clearly separated into different populations
of fibers, so that the response to a formant is largest
among fibers with BFs near the formant frequency.
There are significant responses to all three formants,
but there is little response to frequency components be-
tween the formants, such as the response to 1.152 kHz
(dotted line). These results demonstrate a clear tonotopic
representation of the vowel.

At 78 dB (Fig. 12.14c), the responses to F2 and F3
decrease in amplitude and the response to F1 spreads
to occupy almost the entire population. This behav-
ior is typically observed at high sound levels, where
the phase-locking to a large low-frequency component
of the stimulus spreads to higher BFs in the popu-
lation [12.122]. Suppression plays two roles in this
process. First, the spread of F1 and the decrease in
response to F2 and F3 behave quantitatively like sup-
pression of a tone at F2 or F3 by a tone at F1 and
therefore seem to represent suppression of F2 and F3 by
F1 [12.121]. Second, the response to F1 is suppressed
among fibers with BFs near F2, as shown by dips in the
phase-locking to F1 near the F2 place. Suppression acts
to improve the representation in the latter case, but has
the opposite effect in the former case.

12.3.2 Tasks of the Central Auditory System

The discussion so far concerns only the most basic as-
pects of physiological acoustics. The representation of
sound in the AN is the input to a complex of neural
pathways in the central auditory system. Discussion of
specifics of the central processing of auditory stimuli is
beyond the scope of this chapter. However, several recent
books provide comprehensive coverage of the anatomy
and physiology of this system, e.g., [12.123–126].

The representation of the auditory stimulus provided
to the brain by the AN is a spectrotemporal one. That
is, the responses of AN fibers provide an accurate rep-
resentation of the moment-by-moment distribution of
energy across frequency for the sound entering the ear.
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In terms of processing sound, the major steps taken in
the cochlea are frequency analysis, compression, and
suppression. Frequency analysis is essential to all of
the processing that follows in the brain. Indeed cen-
tral auditory centers are all organized by frequency and
most properties of the perception of sound appear to in-
clude frequency analysis as a fundamental component.
Compression is important for extending the dynamic
range of hearing. Its importance is illustrated by the
problems of loudness abnormality and oversensitivity to
loud sounds in persons with damaged cochleae that are
missing compression [12.127]. Suppression is impor-
tant for maintaining the quality of the spectrotemporal
representation, at least at moderate sound levels, and
is the first example of interaction across frequencies
in the auditory system. In the following paragraphs,
some of the central nervous system’s secondary anal-
yses on the cochlear spectrotemporal representation are
described.

The first function of the central auditory system is
to stabilize the spectrotemporal representation provided
in the AN. As shown in Fig. 12.14, the representation
changes across sound level and the quality of the rep-
resentation is generally lower at high sound levels and
at low sound levels. In the cochlear nucleus the rep-
resentation is more stable as sound level changes, e.g.,
for speech [12.128]. Presumably the stabilization occurs
through optimal combination of information across SR
groups in the AN and perhaps also through inhibitory
interactions.

A second function of the lower central auditory
system is binaural interaction. The location of sound
sources is computed by the auditory system from small

differences in the sounds at the two ears [12.84, 129].
Essentially, a sound is delayed in reaching the ear on the
side of the head away from the source and is less intense
there. Differences in interaural stimulus timing are small
and require a specialized system of neurons in the first
and second stages of the central auditory system to al-
low accurate representation of the interaural timing cues.
A similar system is present for interaural differences in
sound level. The representation of these cues is elab-
orated in higher levels, where neurons show response
characteristics that might explain perceptual phenom-
ena like binaural masking level differences [12.130] and
the precedence effect [12.131].

A third aspect of central processing is that the
representation of sound switches away from a spec-
trotemporal description of the stimulus, as in the AN,
and moves to derived representations, such as one that
represents auditory objects [12.132]. For example, the
representation of speech in the auditory cortex does not
take a recognizable tonotopic form, in that peaks of ac-
tivity at BFs corresponding to the formant frequencies
are not seen [12.133]. The nature of the representa-
tion used in the cortex is unknown; it is clearly based
on a tonotopic axis, but neurons’ responses are not
determined in a straightforward way by the amount
of energy in their tuning curves, as is observed in
lower auditory nuclei [12.134]. In some cases, neu-
rons specialized for particular auditory tasks have been
found; neurons in one region of the marmoset cortex
are tuned to pitch, for example [12.135]. Perhaps the
best-studied cases are neurons that respond specifically
to species-specific vocalizations in marmosets [12.136]
and songbirds [12.137, 138].

12.4 Summary

Research on the auditory system has defined the means
by which the system efficiently captures sound and
couples it into the cochlea, how the frequency anal-
ysis of the cochlea is conducted, how transduction
occurs, how nonlinear mechanisms involving the OHCs
sharpen the frequency tuning, increase the sensitiv-
ity, and compress the stimulus intensity, and how
suppression acting at the level of AN fibers main-

tains the sharpness of the frequency analysis for
complex, multicomponent stimuli. Over the next dec-
ade, research on the auditory system will increasingly
be focused on the organization and function of the
central auditory system, with particular reference to
the way in which central neurons derive informa-
tion from the spectrotemporal display received from
the AN.
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