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The Journal of Fourier Analysis and Applications

Volume 2, Number 1, 1995

Nonlinear Approximation by
Trigonometrie Sums

R.A. DeVore and v N, Temlyakoy

ABSTRACT  We investigate the L,-error of approximation to a function J € Lp(T) by a
linear combination 2o Ckex of n exXponentials ey (x) i= o) = ithixiboorhgn) on T, where the
Jrequencies k ¢ 74 qre allowed to depend on S We bound this error in terms of the smoothness
and other properties of J and show that our b unds are best possible in the sense afapproximarion
of certain classes of functions,

1. Introduction

Approximation by tri gonometric polynomials is one of the fullest and most complete chapters
of approximation theory. Its importance liss not only in its intrinsic interest but also in that jt serves
as a prototype for many other types of approximation, The theory (see, ¢.8., [N]) usually takes
the form that we approximate a given function S € L,(T) (with T¢ the d-dimensional torus) by
functions T e 7; with 7, a linear space of trigonometric polynomials of degree 5.

In this article we are interested in a si gnificant variation of this theme; that is, we shall allow
the frequencics of the approximating polynomials to depend on the functions J. Let

(X, )= TR SRR S

denote the Buclidean inner product of two elements X,y € R and let
er(x) 1= el = ol kv Ml\/)’ k= (ki, ... ‘ k(]) € er‘

denote the complex exponentials, We define L, to be the class of al] complex trigonometric poly-
nomials of the form

= E Crey, Al <n,

koA

with A any subset of 7 with at most n clements. The space X, is not linear since adding two
trigonometric polynomials from Z, usually results in a new trigonometric polynomial with more
than n terms,

Iffely(M),1 < p< oo, then

oy = inf I/ =T}, (LD
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30 R A. DeVoreand V. N. Temlyakov

denotes the L, (T¢)-error in approximating f by the elements of %,,. Here and throughout this paper,

we let
1 d I/p
Il = ((E) de lf(X)l”dx) » l=p<oo,

€8S Sup,eqe | f (1)1, P =00,

denote the usual L ,(T%) norm.

We are interested in the advantages, if any, in approximating a function [ by the elements of
the nonlinear spaces ¥, rather than by the elements of the linear spaces 7,. Several recent results
have shown the advantages of nonlinear approximation in other settings such as approximation by
spline functions with free knots (see Petrushev [P] or Chapter 13 of [DL)) or sums of wavelets (see
[DJP]). These results show that one can achieve a given accuracy of approximation while assuming
less smoothness on the function f in the nonlinear case than is necessary in the corresponding linear
approximation,

We shall show that similar results hold for nonlinear trigonometric approximation. However,
the results for trigonometric approximation are not quite as strong as those for wavelets or splines,
for example. This seems to be due at least in part to the fullness of the support of the exponential
functions.

Our results on nonlinear trigonometric approximation will be derived from certain theorems on
the approximation of vectors in RV by linear combinations of the # coordinate vectors §; 1= (§;(j))
with & (/) the Kronecker delta. Direct theorems (i.e., upper bounds) for this type of approximation
are presented in §2, while inverse theorems (lower bounds) are given in §4.

In §6 we show how these discrete theorems can be used to derive estimates for the nonlin-
ear trigonometric approximation of certain classes of functions. The function classes we consider
will be of two types. In one setting, we consider classical smoothness spaces such as Sobolev and
Besov classes. The main result in this direction is Theorem 6.4, which determines the L, (T%-
approximation etror for the unit ball I/ (BX (L)) of the Besov class BY(L;). Certain special cases
of our results for Besov spaces can be derived from earlier work on trigonometric approximation,
For example, some cases can be derived from estimates for linear trigonometric widths M, MKk].
Also, Belinskii (B] previously studied nonlinear trigonometric approximation and obtained certain
special cases of our results. Our main contribution is that we can treat the full range of L ,,(']1‘")-
approximation, 1 < p < oo, and allow any 0 < 5,7 < oo. The previous work mentioned
never treats the case p = oo and has restrictions on the relation between 7 and p. We treat the
case p = oo by using the discrete Theorem 2.3 and are able to handle the full range of p and ¢
by using the discrete inverse Theorem 4.1. In essence, our main contributions are these discrete
theorems since their application to the approximation of classes of functions is quite straightfor-
ward.

Inasecond application, we consider classes of functions defined by conditions on their Fourier
transform. Such classes arise in other settings, such as the study of absolute convergence of Fourier
series. Barron [Ba] considered classes analogous to these in the context of nonlinear approxima-
tion. He considered the L,-approximation by n sigmoidal functions. Sigmoidal functions have
significance in the construction of neural networks. Barron’s work was part of the motivation for
this article. However, we consider approximation by linear combinations of exponentials rather
than linear combinations of sigmoidal functions. Also, our results apply in much more generality
in that the approximation can take place in any L, space, and we consider more general classes
of functions than Barron. The discrete results of §§2-4 should also find application to neural net-
works.
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2. Discrete Direct Theorems

In this section, we shall develop certain results concerning the approximation of sequences that
will be useful in proving direct theorems for nonlinear trigonometric approximation. We denote by
Elf," the space RY equipped with the €p~(quasi-)norm that is defined for v == (Do (M) e RY

by

N
lx (i)} r, 0 <p <o,
xllp == fixfle, = {,; | !
SUP < wy fe (61, P == 00,

We also denote the unit ball in ¢ by BY.
An important tool for the proofs of the theorems developed in this section iy the following

result of Gluskin [G] concerning the unit ball By . We shall also use the notation
L) =+In" )2  yeRr,,
with

Intx 1= { L
X

o
o =
A 1y

=< 1.

We shall frequently use, without further mention, the inequality
L(xy) < L{x)L(y),

which holds for any x, yeR,,
We have the following Theorem of Gluskin.

2.1. Theorem
There exist absolute constants ¢ 1> 0and 0 < 8 < | such that Jor any finite collection v of
M vectors from BY, there is a vector z ¢ RN with e =0,1,i=1,,.., N, and Nellen 5 8N, and

max (v, z)| = CIL(M/N). .1

A simple consequence of Gluskin’s theorem is the following.

2.2, Corollary

There exist absolute constants Ci>0and0 < 8 < 1 such that for uny finite collection v
of M vectors from BY, there is a vector z & RY wigh 2 =0,1,7 == |, ... N that satisfies the
properties:

izl 2 8N,

i I 20 < O /NL(M/N)Y,
fii. max,ey [{v, z)] < CIL(M/N).

Proof. It Sgﬁces to apply Theorem 2.1 to the set of veetors VU g} with wy(7) 1= 17N,
i=1,...,N.
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Let Y be a collection of vectors from R¥. Then Y induces the (semi-)norm

lxlly = sup|{x, y)|. .2
yeY

We shall use || - ||y to measute the error in approximating a vector x € RV by linear combinations
of n vectors of the standard basis 8 = (Sj(i))jil, with 8; (i) := 1,i = j, and 8;(i) :=0,i 5% j. Let
M, denote the nonlinear manifold consisting of all vectors w € R" such that

w= ) ¢

jea

with A a set of indices (depending on w) of cardinality at most n, that is, |A| < n. The etror of
approximation of x by the elements of M, is

£,(x, ¥) = inf |lx — w]ly. 2.3)
G n

weM,
The following theorem bounds the approximation error E,, (x, Y) for vectors x € £ {" .

2.3. Theorem
There is an absolute constant C, > 0 such that for any set ¥ ¢ BY of M vectors, we have for

eachm=1,2,... N,
En(x, V) < sz'l/zL(M/m)IIxHe:lv, x e RV, (2.4)

For the proof of this theorem, we shall use the following lemma, which is a special case of
Theorem 2.3. In what follows, for vectors x, y € RY, we define

xy = (x@OyO)L,;
that is, the vector xy is formed from x and ¥ by taking their coordinatewise product.

24, Lemma
There are absolute constants C3 > 0 and 0 < k < 1 such that for any set Y c BY of M

vectors the following is valid. For eachn = 1,2, . . . , N and each x € ¢V with
X=ZC,'5J', |A|=I‘l,
Jjea

there is an x* € €Y satisfying

=3y, ATCA, [A*| < (1 — i),
JeA*

and

lx ~x*Ily < Csn™Y2L(M/n). (2.5)
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Proof. Let§ and C be the constants of Corollary 2.2. We shall show that the lemma is
valid for « = (8/4)(1 — 8/8) and a constant C3 depending only on § and C;. We let n = [né/8]
and ny := n —n,. Then 22 (1-6/8)n > Tn/8.

We first want to show that we can assume that

LiM/na) < (CT's/2)nl", (2.6)
To see this, we note that
ny PL(M/ny) < Can™ LM /n)
for some constant Cy that depends only on §. Now if (2.6) does not hold we take x* := 0 and find
lx = x*lly = Jxfy < xlley < 1 < CCL/OLM[nyn;'? < C4QC1/8) LM /nyn=112,

which is the desired inequality (2.5). The other claims about y* are trivially valid,

For the remainder of this proof, we can therefore assume that (2,6) is valid.

We construct first an intermediate approximation x, to x, Let A be the set of 1 indices j € A
for which |¢;] is largest (with ties broken in an arbitrary way). Since

miminfel < 3 g <,
Teh JEA

it follows that lej] < n[' forall j € Ay i= A VAL Therefore, the vector x| ;= Zjem ¢;8; satisfies

X=xilliy =D e <0 j) <, (2.7)

JEAs JEA|

We next approximate 5 = X — x; by a vector X; then x* = X1+ x2 will be our final
approximation to x. Let V be the collection of vectors ry/llr ”,,9/, Yy € Y. Here, we use our notation
for the coordinatewise product ry of the vectors r and y. ThenV < BN, we apply Corollary 2.2 to
the vectors of V restricted to Az to find a vector ; € RV satisfying Corollary 2.2 with ;¥ replaced by
712 on the right side of the inequalities j-ijj. We can also require that z(J) =0, ¢ A,. We consider
the sets A . of those indices J forwhich z(j) = +1. We assume that

2ol Y gl 2.8)

JEA JEA,

A simple change in the argument that follows handles the case when the opposite of (2.8) is true,
We define

X2 i=r —rz, 2.9

(If the opposite incquality to (2.8) were true, then we would take xp = , + rz.) We show that

&% = x; + xp satisfies the conclusions of the lemma, First of all,

v =&ty = Jirzlly = max|(rz, Y =max|(z, ry)|
yey yey
< (,',HrH(Jévl,(M/nz) < C‘mrmL(M/ng) < Cn‘”zL(M/n),

which is the desired crror estimate (2.5).
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To check the other properties of x*, we observe that x* = x — rz and therefore

x(f), r(j)z(j) =0,
()= () =0, z(j) =1, (2.10)
() =D =2x(j), ()= ~1,

where we have used the fact that x;(j) = 0, j € A,. It follows from (2.8) that

N N
LIFDI= 3 mii+2 Y k(i =Y k() < 1.
J=1 j=1

r(j)z(j)=0 JeA

Therefore, x* € BY as desired.
Finally, from (2.10), x*(j) = 0 whenever J € Ay and by Corollary 2.2 parts i and 1i, we have

1
[Asl = SUALUA_|+ 1A = [A_]) = 506n2 = ComL(M/n) 2 (3/4ym,.

The last inequality is valid because of assumption (2.6). Since dna/4 = (8/4)(1 — 8/8)n = kn, we
have verified that x* has the desired form. O

Proofof Theorem2.3.  We can assume thatx ¢ B ' Letm bea positive integer. We shall
define by induction a sequence of vectors X, € B{" sasequence of sets Ay C Ay C (1,2,..., N };
and a sequence of integers ny, k = 0, 1, ..., with the properties that n; = [(1 —k)n_, ], [Ag| = ny;
Xk = ie, Cukdysand

e = xeqilly < Cang PL(M/ny),  k=0,1,...,

with C3 the constant of Lemma 2.4.

For k = 0, we define xg := x, Ag := {1,...,N},and ny := N. Given that Ay, xi, ny have
been defined, we apply Lemma 2.4 (with x := x;, A := A, n i= ny in that lemma) to find Xkt
A1, and gy with the desired properties.

We fix k such that ny, | < m < n;. Then Xi+1 18 in M,,. From Lemma 2.4, we have

k k
¥ =Xertly < 30 = xa1lly < C3 Y072 L(Mn)). .11
Jj=0 Jj=0
Our construction of the sequence n ; gives that
n; > (1— k) o, (2.12)
From the monotonicity of L(x), x > 0, we have

n L) < w7 - )% DAL M), =0,k

Using this in (2.11) and summing give the desired estimate. O

Finally, we remark that the results of this section, while stated for real vectors, hold equally
well for complex vectors with identical proofs.
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3. Direci Theorems

In this section, we shall utilize the discrete results of the Previous section to approximate
functions. While our main interest is in the approximation of functions defined on T¢ by linear
combinations of the complex exponentials e;, we shall formulate our resylts i a more general
framework. The exponential functions e, are replaced by more general functions &, and the set T

functions, but an identical development holds in the case that the functions are complex-vahyed,
Let ¢y, ..., ¢y be real Mmeasurable functions defined on aset Q C RY, and let @y denote their
linear span. We shall assume that the following two conditions are satisfied,
1. Thereis a constant X, such that

i) <K,  regq, J=1...,N. (3.1

2. There s a constant X 2 and a set of points Y€ j=1,..., M, such that for each function
P e @y we have

Pl Ky max 1Py, req. (32)

In this section, 2, will denote the nonlinear manifold consisting of al] functions

0= ¢ Al <n,

jeA

with A depending on @. In other sections of this Paper X, always denotes the special case when
the ¢y are exponential functions, We are interested in the nonlinear approximation of functions f/
defined on £ by the clements of L. We begin by estimating the Lq,-error in approximating certain
classes of functions. Lot

=

(./.- Eu) = inf ”.f—WHLm(ﬂ)
pekx,

denote the error in appr'oximating S (in the Log-norm) by the elements of Z,.
For a given class F of functions from Loy (), we denote the error in approximating this class
by
E(F, ) = sup £(f, ,).
feF

We shall be particularly interested in the class A4 = A(Dy), which consists of all p by
such that
N

P=3"c(j)g, (i}, e BY,

IS

We have the following theorem,

3.1. Theorem
If the functions LTI satisfy the conditions 1, 2, then

E(A(Dy), ) < C1K, Kom RLMm), m=1,2,... N,

with Cy the constant of Theorem 2.3.
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Proof.  We shall utilize the results of the previous section, Let ¥ := V1o, yur) with y;
defined by yi(j) 1= ¢;(x;)/K1,i=1,...,M,j=1,...,N. Then ¥ ¢ BY and we can use ¥ to
define the norm || - ||y on RY.

Let P € A(®y), P = ZJN=1 c(/)¢; with (c(j)) € BY¥. We apply Theorem 2.3 to find
(c*( j))j’."=l with ¢*(j) = 0 except for at most m coordinates and with

le~c*lly < Com™2L(M/m).
Then P* := J’.\f__l c*(j)9; € L, and from condition 2,

1P = Pl < K1 K2 max|(c — ", y)| = KiKalic = *y < K\ Kom ™ PL(M/m). [
¥

4. Discrete Inverse Theorems

We shall now consider inverse theorems (i.e., lower bounds) for discrete approximation. The
theorems of this section are companions to the upper bounds of §2.

Suppose that || - || is a norm defined on R¥ and Bs(x) := {y : |lx — y|| < 8) denotes the ball
of radius § about x. For aset S C RV, we let Bs(.S) denote its 8 neighborhood, which is the union
of all balls B;(x) with x € S. We also let B := B,(0) denote the unit ball with respect to Il

We shall make various comparisons between Il - Il and the Euclidean norm | . e =l
We shall denote by Us(x) the Euclidean ball about x of radius § and by Us(S) the Euclidean’s
neighborhood of the set S. Thus, the notation I/ is reserved for Euclidean neighborhoods and B for
neighborhoods with respect to the norm 1.

We let M,, denote the nonlinear manifold of §2 and let

Ey(x) = wie]}a lx — w|

be the error in approximating x by the elements of M,in || |.IfAcCR"is any set, we let

E,(A) = sup E, (x).

xeA

We shall give lower estimates for E, (A) provided the set A and the norm Il - || satisfy certain
assumptions. To describe these, we let L, denote the collection of all m-dimensional linear spaces
L that are spanned by a set {8)jea, |A] = m, of m coordinate vectors ;. If L € L,,, we denote by
Py, the Euclidean projection onto L that takes an element x € R into its best approximation P, x
from L in the Euclidean norm. We shall assume the following conditions on A and -1

1. Foreachm = 1,2, ..., Nieach L € £,,, and each x € A, we have Pixe ANL.

2. Thetre are a constant M= u(B) > 1 and elements 4, ..., hy, M = u¥, such that

M
Bc|Juiny).
=1

J

The following property follows from 2 and trivial properties of the Euclidean norm.

3. Foreache > § > 0 and each x € RV, the ball B, (x) can be covered by CN(e/)Y
Euclidean balls of radius § with C depending only on ..

We use the notation vol,, (5} to denote the Euclidean volume of the set $ as a subset of R".
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4.1.  Theorem
Let Aand || - | satisfy 1 and 2. For each m < N/2 andfor p ;= E,(A), we have

Iy (UY)
< (N N-m Voiy 2
voly(A) < CNp \—‘vol,,,(U"') Fg}i(‘ vol, (U, (A N LYNL)

with UV the unit Euclidean ball in RN » U™ the unit Euclidean ball in R, qnd ¢ - 0 a constant
that depends only on the constant i of property 2,

Proof.  For each € > 0 and each set § C RY, let 1 (S) denote the smallest number of
Euclidean balls Ue(x), x € RY, which are a cover for . Then, clearly

voln(A) < p"voly (U¥)n,(4). (4.1)
We next show that
n,(A) < cV maxn,(B,(A)N L) (4.2)
‘E N

with C, here and later in thig proof, a constant that depends only on the constant 1 of property
2.IfL e L,, let {x:.1.) be a set of np(By(A) N L) points from RY such that the Euclidean balls
Uy (x;, 1) form a cover of By(A)NL. Ifx e A, then there are an 7, € Ly, and a point ¥ € L such
that ||x — y|| < p. The point y is in B,(A)N L, Hence, y is in one of the balls Us(xi). It hy,
J=1,..., M, are the points of property 2, then

M M
xemunﬂjww+mwcLﬂ@mi+m»
Ja=l

J=1

Hence A is covered by the Euclidean balls Usp(xi 1 + ohp), i = 1,.., vy (By(A) N L), J =
L....M,Le’,. Since the cardinality of £,, does not exceed 2V and M < u", there are at most
CN max ez, n,(B,(A) N L) of these balls.

We shall next prove that for cach L € £,,, we have

Mp(Bo(A) N L) < CV¥ay(U, (A N 1), @.3)
For the points Yi=ph,j=1,. ., M, with h; given in property 2, we have
M
By(4) < | JUnty; + 4).
=1
Hence,
np(By(A)N L) < €V max np(Up(yy + A)N L), (4.4)
J
To estimate the right side of (4.4) we fix an arbitrary j and use property 1. We claim that
Uy +A)N L ¢ Uo(PLy; +ANL). “.5)

Indeed, if x is an clement of the set on the left side of (4.5), then ¥ =y —allz < p for some
@ € A, Since the projector P, is lincar and has norm one (with tespect to the Euclidean norm), we
lind that | P, x — PLyj — Pral, < p. Since Py = y (because x ¢ Lyand Pra € AN L (by
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property 1), we arrive at (4.5). Thus, we can replace n oWy, +A) N L) on the right side of 4.4)
by np(Up(PLyj +ANL) = 1, (Uy (AN L)) and arrive at (4.3).
We next claim that

noUp(ANL)) < CVny(AN L. 4.6)

Indeed, let x;, i = 1, .. . » 1, (A N L), be points from RV such that the Euclidean balls U, (x;) cover
AN L. The balls Uz (i) cover U,(ANL). Since we can cover each of the balls Uy (x;) with at
most C¥ Buclidean balls of radius p, we obtain 4.6).

Finally, we claim that

np(AﬂL)SCN’O_mUOm( W(ANL)N )‘

vol,, (Um) @1

Tosee this, we letm p(ANL) be the maximum number of points x; from ANz, such that ||.x; —xillg > p,
J # i. Then clearly the Euclidean balls U, (x;) form a cover for AN L andso

np(ANL) < my(AN L)

On the other hand, the Euclidean balls Uyp2(x;) are disjoint and Upp(x)N L ¢ Us(ANLYNL.
Hence,

volw (U,(ANLYN L)
ANL) = myanp) g 2o nl)
"ANL) <myANL) < Vol (Uya 0 L)

Since Voly(Upn N L) = vol,,,(U;’;z) = (p/2)’"vol,,,(U’“), we have proved 4.7).
The theorem follows from inequalities 4.1), (4.2), (4.3), (4.6), and 4.7). U

5. Approximation of Classes of Trigonometrie Polynomials

The remainder of this paper will show how the results of the previous sections can be used to
determine the nonlinear approximation order of certain classes of functions, In this section, we begin
by considering the approximation of certain classes of trigonometric polynomials. These results can
then be applied in a rather routine way to determine the nonlinear approximation etror for smoothness
classes as will be done in the following section,

In what follows in this baper, X, will always denote the nonlinear manifold of all functions P
that can be expressed as g linear combination of at most » of the complex exponentials e, ke Z¢.
Thus, P € ¥, ifand only if

with A € Z¢ and [A| < . If f € L,(T?), then

Oy (f)/) = Piélg,, ”f - P”p

denotes its nonlinear trigenometric approximation error in the L » (T%)-norm. Fora class of functions
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F, we define

o (F)p 1= sup oll(f)[i'
feF

Let 7, denote the space of trigonometric polynomials of coordinate degree n. That is, 7,
consists of the trigonometric polynomials

T = Z T(k)ey

kl<n

where |k| := max{|k,|, ..., |k,|} fork = ki k) € 29 T 0 < g < 00, we denote by A4,(7,)
the set of all trigonometric polynomials T € 7, such that

W7 ay 7y o= 1T ®)lg, < 1.

The main results of this section estimate the nonlinear approximation error of these classes in
the L,(T%)-norm, 1 < p < oo.

To establish direct theorems (i.e., upper estimates) for o (A (7)) p» We fitst note that the space
7, with its usual basig €, k| < n, satisfies the assumptions of §3, Assumption (3.1} is obvious,
while (3.2) follows from the classical Marcinkiewicz theorem (see Chapter 10 of Zygmund [Z]).
Namely, let A, be the set of j € Z¢ with |j| < 2n and Jo #=2n,k=1,,..,d. We consider the
equally spaced points X=Xy = -%,”7, J € A, Then, foreach T e 7,

ITlloo < Cymax |T ()], (5.1)
jeAll
I ey = @m0 3 T 2, (5.2)
jEA"
and
CollTNuyery 2 0™ 3 IT(xp)], (5.3)
jEAH

with the constants C|, C; > 0 depending only on d. The inequality (5.1) shows that property (3.2)
holds for 7, with M = (4n).
We shall now derive the following corollary to Theorem 3.1,

S.1.  Corollary
For each0 < g < oo, eachn = 1, .., and each 1 <=m < (2n+ 14 we have

oA (TN <m0l m), 0 < g <1, (5.4)
and

on(Ay(T))eo < Cn™Mm™ 2Ly, 1< ¢ < o0, (5.5)

with C depending only on qandd.
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Proof.  We first prove (5.4). Since o, is decreasing, it will be enough to show that (5.4)
holds with m replaced by 2m. If T € A,(7,), we let A be the set of m jll(llCCS k such that | T (k)|
is largest (with ties broken in an arbitrary way) and define Py := ", . T'(k)eg and T} := T — P,
Then

in|F (k)17 < Y TG < 1.
muin [F®)7 < 3 1T (k)|

lk|<n

Therefore,

D ITw= 3 TR0 <m0 N T < mt

ian k#A Ikl

Hence, m~'*14T; isin A, (7,). We let P, be an approximation to Ty with m terms that satisfies the
estimate of Theorem 3.1. Then P := P, + P, isin Zom and

17~ Pl < Cm' "YU L@ 0 fmy < € 2m) 24 L j2um).

which proves (5.4).
fl<g<eoandT e Ay (T,), then

ICE®) ey < Cht=1(F ()l oy,
and therefore (5.5) also follows from Theorem 3.1, |

Remark. In certain cases of p-approximation with p < 0o, the estimates (5 4) and (5.5)
are known (or can easily be proved) to hold with the term L(n?/m) deleted from the right side and
with the constant C depending on ¢, d, and p (see, e.g., [B]). O

We can also give a lower bound for ou{Ay(T)), by changing to a discrete norm a pproximation
problem and then applying the results of §4. Let RY with & ;= (2n + 1) be indexed by k ¢ 24
with [k| < n. For the norm || - || on RY, we define fora € RV,

lall =Tl e, T = Z alk)ey. (5.6)

Jkl<n

It is known that this norm satisfies condition 2 of &4 (see [T]).

Wt? use the notation of §4 for M,, (the nonlinear manifold obtained by lincar combinations of
m coordinate sequences &) and its induced error E,.

. There. 18 an obvious connection between E,, and nonlinear approximation by exponentials. To
bring out this connection, we define

Tu(f)r 1= B S = Py (5.7)

€X,NT,

;h}?t 1s',fcr,,, indicates the f}L\l]I‘ther restriction that the approximation P should have frequencies [k| < n.
eulta = (ak)) e R¥ and T := E,MS" a(k)ey, we have

E, (@) = T (T). (58)
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We shall now show how we can use o, to estimate o,,.
We fix our value of n (and hence N) and let K, denote the multivariate Fejer kernel

o
Kyi= ) btkmer, bk n) = H(l — 1/ + 1)),

lkl=n J

Then K, is the tensor product of the univariate Fejer kernels. Hence convolution with K, is a
florm-one operator on L, (T), 1 < p < oo,

IF*Kallo <0 fllpe f € L(T),

Let A4, , denote the class of trigonometric polynomials § = T * Ky, T € A,(T,). We claim
that

Om (A(/ (771))/) > Em (An‘q)p, m = l, 2, PN (59)
Indeed, if T e AT, and P ig any element in %, then

17— P”p 2IT+K, ~Px Kn”p-
Since P % K, has frequencies k with lk] < n, (5.9) follows by taking an infimum over all P € 3,
and then a supremum over all T € A (7).
To complete our conversion to a discrete problem on RV swelet A = A, be the set of all
sequences ¢ € RY of the form c(k) = bk, m)a(k) with a in the unit ball of 2, (RY). Such sequences
are precisely the coefficient sequences of the T' ¢ A4 Hence, using (5.8) and (5.9) we find that

T (/4{/(7/‘1))! = Em(An.c/)I- (510)

5.2. Theorem
For each 0 < g = 00, each | < p < o0, each n — L,2,...,m = (N - 1)/2, and
N = 2n + 1)?, we have

Um(-A(/ (7;:)),) = O‘JN(A([(TI:))I 2 Em(An,q)l = Cm 1/2—1/’!’ S.11)

with C a constant that depends only on d,

Proof.  Since || - lp =1l I, the first inequality in (5.11) is valid. The second inequality in
(5.11) follows from (5.9). To prove the last inequality, we first consider the case ¢ = co. The class
A = A, clearly satisfies condition | of §4. Therefore, we can apply Theorem 4.1 to estimate
P = Eyu(A) =7, (A, ). For this, we need to estimate the various Euclidean volumes that appear
in the statement of that theorem. First of all, it is well known that the volume of the Euclidean unit

ball U* in R* satisfies

CHk™ < vol, (US) < Chk72, (5.12)

with C; and C, absolute constants,
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From Stirling’s formula, we have

voly(A) = [ ] 26k, n) = CV, (5.13)

lk|<n

with C > 0 an absolute constant.
We next consider any of the linear spaces L of dimension m (spanned by m coordinate vectors

d¢). Forany a € AN L, we have
lalle, < v/mlalle, <+/m.
Therefore, it follows from (5.12) that
voly(Up(ANLYNL) < woly (U}, o) < CF' (1 + p//m)". (5.14)

If we use (5.12), (5.13), (5.14) in Theorem 4.1, we arrive at the inequality

pm+1 > Cg:+lﬁ"'+1(1 +,0/\/-IE -m

It follows that
p = Co/m(l + p//m) i,

From this, it follows easily that p > C +/m with C an absolute constant. This is (5.11) in our special
case g = 0o0.
If g < oo, then by Holder’s inequality

N7V AL (Ty) C Ay(Ty),

and therefore, the general case of (5.1 1) follows from what we have already proved. U

6. Approximation of Smoothness Classes

In this section, we shall indicate how the results of the previous sections can be used to
determine the nonlinear trigonometric approximation order of certain classes of functions. We
shall consider two types of classes: the first are described by conditions on their Fourier coeffi-
cients, and the second are described by classical smoothness conditions. We begin with the first
class.

For0 <o <ooand 0 < q < 00, let .7-'{‘[” denote the class of those functions in L, (T%) such
that

| Flrg = IR F Dkl @y < 1.

Here, we continue to use the notation [kl = max{|k], ..., |ky]} but remark that we could just as
easily work with any other norm on Z¢. If o isa positive integer, then F¥ is a set of functions whose
ath partial derivatives have absolutely convergent Fourier series, When q = 2, FJ is equivalent
(modulo constants) to the unit ball of the Sobolev class Wy.
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We shall determine the nonlinear approximation order of the classes Fg¢+ For this, we shall
use the decomposition

F=Y"f (6.1)

m=0
where f, := sz-‘slqum F®er, m > Land fy := £(0)eq. We note that
2(”!*1)‘1.}‘;" € A(] (75_"'), m = 1, 2; cae (62)

6.1. Theorem
Ifoo > 0and ), .= a/d +1/qg —1/2, then forall | < P=ooandall0 < g < oo,

C[l’l—)‘ = O’,,(]::)p =< CZ’I‘Au o> d(l - 1/4)+> (6‘3)

with C|, C; > 0 constants depending only on d, a,q.
Proof.  We shall prove (6.3) in the case ¢ < 1. A similar proof applies in the case
l < g <o0. Foreach N = 1, 2, ..., we shall create an approximation to f with approximately 2V¢

terms. Ifk < N, we define P, := f;. Ifk > N, wedefinemy, := [(k — N)=22M] (with [x] denoting
the greatest integer in x); and whenever i, > I, welet P, to be an element of %, that satisfies

fe = Pilly < Cmy>= Y 2k yp—ka 6.4)
with C here and later in this proof depending at most on o, q,d. The estimate (6.4) follows from

(6.2) and (5.4). Let Ny be the largest integer & such that mg > 1, Then, P := Z,?’io Py is a linear
combination of at most

No
Q. N + 1)1I+ Z (k — N)—22N(i < a2V
k=N 1

exponentials ¢, with g depending only on d, Hence, P isin $,,0. We also have

No o0
I =Plo< D0 Wi =Plls+ > il = S + 5. 6.5)
k=N--1 k=~Np+1

We estimate the first sum S, in (6.5). Since[x] > x/2,ifx > 1, wehavemy > (k— N)-2Nd-1
for N < k < Ny. Hence from (6.4), we obtain

Sy <C i (k — N)Z(l/q—1/2)2—-Ntl(l/q~—l/2)(k _N)szkcv < C2—N((x+(l/q—u’/2)‘ (6.6)
k=N+1

To estimate S,, we note that from (6.2)

Welly < 1felloe < 351761 <0G Fe(dD N, < 2-%=Da,
J
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Hence,
o0
SZ < o Z 2—1(0! < (1 __2—01)—12—N0a‘
k=Np+1

Now, from the definition of No, we have No > N + 2Y4/2 _ 1. It follows that if N is sufficiently
large (depending only on d, &, ), «Ng > (a +d /q —d/2)N. Hence,

SQ < C2—N(¢1’+t//(]—(1/2) )

Using this and (6.6) in (6.5), we find that
0a2””(f)p = ”f - P”p < CZAN(“""[/‘/“II/Z)_

Therefore, the upper estimate in (6.3) follows from the monotonicity of ,,.
We next prove the lower inequality in (6.3). For each , n* A7) C .77,‘/” . Therefore, from
(5.11),

O’,,,(./F':,X) > Cn—anllﬁ—-l/q > Cm—u/zl—l/11+1/2

form=Q2n+1)9/2 - 1and eachn = 1,2,.... The lower estimate in (6.3) follows from this and
the monotonicity of o,,. D

Remark 6.2. Letoa >0 1 < p =00 and0 < g < co. It follows from the proof of
Theorem 6.1 that whenever a function [ has the decomposition (6.1) with the Junctions f,, satisfying
(6.2), then for each o > d(1/2 — 1/9)+ we have

U/)I(f)/) =< C’77—A7 m=1,2,...,
with ). := a/d + 1/¢ — 1/2 and C depending only on o, d, and q. (I

Our next application will be to the Besov spaces BY (L) := B¥(L(T")),a > 0,0 < 1,8 <
co. There are many definitions and equivalent characterizations of these spaces (see, e.g., [DP]).
We use the following characterization, which follows from linear approximation by trigonometric
polynomials as our definition of the Besov spaces, A function f is in the unit ball U ( B¥ (L)) of the
Besov space BY (L, ) if and only if there exist trigonometric polynomials 7,, of coordinate degree 2"
such that f = 3"°° ' T and

I N T ll)nollem < 1. 6.7

Inthecase 1 < 7 < oo, we can take T, 1= f, with f, the functions in (6.1). We define the seminorm
[F52(L.) as the infimum over all the decompositions (6.7) and denote by U(BZ(L.)) the unit ball
with respect to this seminorm.

In preparation for the following theorem, we consider the following problem of approximation
of trigonometric polynomials. Let B, be the set of all trigonometric polynomials 7" € 7, such that

[Tle < L.
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6.3. Lemma
Foreachn =1,2,... andm < n /2, we have for each | <p<oo

on(By)p > C (6.8)

with C > depending only on d,

Proof. We fix n and m as in the lemma and let § :— On(BL)1. According to (5.1 1) and the
monotonicity of 7,,, there is a T ¢ Ai(7,) such that &,,,(T), > Cm~ ' with C here and later a
positive constant depending only on 4. Hence, for anyT € 7T,NE, anda suitably chosen 7; & Zis

Cm™'? < 5o (T), < IT =T = Dlly <8IT - T 0. (6.9)

Acccording to (5.4), we can choose Ty sothat [|T — Ty, < Cm—1/2, Using this in (6.9) proves the
lemma. O

We can now prove our main result about the nonlinear trigonometric approximation of the
Besov classes.

6.4. Theorem
Letl<p<oo0<r,s < 00; and define

(1(1/‘[’—-1/[))4., O<r§p52mzd 1_<_p§rsoo,

alp, 1) = { max{d/z, d/2), otherwise,

Then for o > a(p, t), we have

sz—u/d»!—(i/rﬂunx[l/p,l/2)), < U'm(Bu(Lr))p < sz—u/(/—l«(llr—mnx[l/p.l/ZJ),.. (6 10)
— 5 N

with Cy, C; > 0 depending onlyona, p, v, and d.

Proof.  We shall consider only the case r > I; similar arguments apply for t < 1. We shall
first prove the upper estimates in (6.10). We begin with two special cases. If p = 00, 1 = 2, and
s = 0o in the definition of the Besov Space, we can take 7,, = f,,, with Jm asin (6.1), Then, since
HFullz = |I( f m(k))le,, the definition of the Besov space gives

2maf;u S A2 (75"')'
Hence, from Remark 6.2, we have
O (U(Bgy(L2))oo < Cm™M | provided ¢ > ds2. 6.11)

Our second special case is p = 7, 5 = oo, Well-known results on linear approximation by trigono-
metric polynomials (see [N, Chapter 5]) give

Uln(U(Bgo(Lp))p < Cm*“”, o > 0. (612)
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Now to prove the upper estimates in (6.10), we shall use the two special cases and various
well-known embeddings for Besov spaces. We consider the following possibilities.
Case2 <7 < p <oo. Since ||+ ||, < |- llso and U(B¥(L;)) C U(BZ (Ly)), this case follows

from (6.11).
Case 0 < 7 <2 < p < oco. This case follows from (6.11) and the (Sobolev-) embedding

U(B2(L:)) € U(BG I (Ly)). _
Case 0 < r < p < 2. This case follows from (6.12) and the embedding U (B¥(L:))

a—(d/r—d/p)+
U(B; (Zp)). _
Case | < p < v < oo. This case follows from (6.12) and the embedding UBX(Ly)) C

U(B%(Ly). .
This completes the proof of the direct estimates.
To prove the lower estimates of (6.10), we first consider the special case p = 1 and 7 = oo,

Foreachn =1, 2, ..., we have from the definition of the Besov spaces that
27" B2 ¢ B (Loo).
Hence, from Lemma 6.3,
Om(B] (Leo))1 2 C27" = Cm~ M (6.13)

for m = 2"“~!, By the monotonicity of o, this holds for all m.
Now, forany 0 < 7,5 < oo and @ > 0 we have that

U(B{ (Loo)) C U(By (L))
Hence, from (6.13), we have forany 1 < p < oo
GIII(B: (Lr))p 2 UJJ:(B.?(Lr))l = O‘m(Bf' (Loo))1 = Cm——a/(l, m=1,2,.... (6.14)

This proves the lower estimates in (6.10) in the cases 1 Spst2o0and2 <1 < p <oo.

To prove the lower bound in the remaining cases, we shall use the de la Valleé Poussin kernel
V, of coordinate degree 2n. It is obtained as a tensor product of the univariate de la Valleé Pouisson
kernels (see [DL, p. 273]). The simple properties of V,, that we need are that IValli < 3¢ and the
Fourier coefficients V, (k) = 1 if [k| < n. It is well known and easy to prove that

[Vl < Cnét=1m),

Hence, from the definition of the Besov spaces, we have for a constant C; > 0 depending only on
d, o, and T that

Cin™ =Dy, e U(B(L.)). (6.15)
In the proof of (5.9), we showed that for any 1 < p <00

T (Vn)p >

(V% Ky, (6.16)
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with K, the Fejer kernel of §5. We have V, x K, = K, and any Fourier coefficient b(k,n) of K,
with |k] < n/2 satisfies

bk, n)] > 277,

Hence, 5,,(K,); > Cn?? whenever m < n“/2. From the Nikol'skii inequality for trigonometric
polynomials (see [DL, p. 102]), forany 1 < p < oo and any T in 7, N X,, we have

1Ky = Tll2 < ClIK, — T||,nW/r=1/,
Hence, 5, (K,); < Cn/W/r-105, (K )p. We use this in (6.16) to obtain
Gm(vn)p _.>.. EIH(KII)/) 2 Cnd(l__l/l))‘
Therefore from (6. 15), we have
a,,,(U(B.“.'(L,)),, > sz“"“’““l/”), m < 12’1/2.

We take m = [n“/2] and obtain the lower estimate in (6.10) in the case v < P < 2 for these m. By
the monotonicity of g,,, we obtain (6.10) for this case for all m.

Finally, the remaining case 1 =7 £2 = p < oo follows from the case we have just proved

for p = 2 because || - ||, > || - [l; that is,

o (U(B{ (L)) 2 0, (U(BX(Ly)); > Cr~odUii=1/n
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