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Abstract. In the first part of the paper we present an implementation of Milder’s operator
expansion formalism for acoustic scattering from a rough non-periodic surface. Our main
contribution to the forward-field calculation is the development of two accurate ways of computing
the order-zero normal differentiation operatorN0. The accuracy of our implementation is tested
numerically. In the second part of our paper we apply this approach, combined with a continuation
method, to an inverse scattering problem. The resulting scheme performs significantly better than
the classical first-order methods.

1. Introduction

Scattering theory has been an active area of research for several decades. Several related
problems belong to this field: acoustic and electromagnetic scattering form two large classes,
which are further subdivided by assumptions on the underlying media and on the boundary
conditions.

In direct problems one wants to calculate the field scattered by a given object. In two
common situations, one knows either the values of the field on the scatterer (the Dirichlet
problem), or the values of the normal derivative of the field on the boundary (the Neumann
problem). Direct problems are usually well posed.

Inverse problems involve reconstructing the shape of a scatterer from the scattered field.
These problems are ill posed: the solution has an unstable dependence on the input data.

For the convenience of the reader, we shall outline the progress made in acoustic scattering
in a homogeneous medium from a sound-soft obstacle. A thorough discussion of this and
related problems can be found in the references listed in the bibliography. The list of references
is meant to be representative, rather than comprehensive.

The sound-soft scattering problem is characterized by the condition that the total field
vanishes on the boundary of the scatterer. Thus, acoustic scattering is equivalent to the
Dirichlet boundary value problem for the Helmholtz operator, with the scattered field equal
to the negative of the known incident field. This problem is frequently solved by methods
of potential theory. The single- and double-layer potentials relate a charge density on the
boundary of the scatterer to the limiting values of the field and its normal derivative. The
resulting integral equation is then solved in an appropriate function space, a common choice
being the Lebesgue spaceL2.
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If the boundary is sufficiently smooth (C2, for example) the method of layer potentials falls
within the scope of Fredholm theory, (see [3]). When the boundary is merely Lipschitz, the
Dirichlet problem becomes much more difficult and was first studied for the Laplace operator,
corresponding to a zero wavenumber. The boundedness of the double-layer potential as an
operator onL2 is a deep result in real-variable theory, proved in [1] for arbitrary Lipschitz
constants (see also [2] for a survey of related topics). Invertibility of the double-layer potential
in L2 was first proved in [17], and extended to otherLp spaces in [6]. A thorough description
of related research, together with an extensive bibliography, is given in [9]. Extensions to
non-zero wavenumbers and higher dimensions are obtained and described in [7, 11, 14, 15],
( [14] has an extensive bibliography).

For the direct problem, a straightforward numerical solution of the integral equations for
the scattered field leads to an O(n3) algorithm.

For the inverse problem, numerical methods must cope with the problem’s inherent ill
posedness. Some commonly used approaches require that the scattered field can be analytically
continued across the boundary of the scatterer, which makes the problem even more unstable.
References [4, 10] contain detailed descriptions of these methods and discuss the difficulties
associated with them.

In this paper, we consider both the direct and inverse problems of acoustic scattering
in a homogeneous medium. Following Milder [12, 13], we start from the boundary integral
equation formulation and expand the scattering amplitude in a series of readily computable
terms. The principal tool in this formalism is the admittance operator relating the scattered
field and its normal derivative at the scattering surface. See [18] for a thorough discussion of
the operator expansion method and other issues in rough surface scattering.

We adapt Milder’s theory to fast numerical evaluation of the field scattered from rough
(Lipschitz) surfaces with compact support. Other authors, see [8], have already reported
numerical implementations of Milder’s theory. Our contribution, in the case of forward-
scattering computations, is to implementN0 (the order-zero normal differentiation operator)
accurately, for the case of a compact boundary. We resolve the problems caused by the
singularity of the symbol ofN0 as a pseudo-differential operator and that of the associated
integral kernel. We also implementN2. In two dimensions, the results of our implementations
are compared with the exact solution obtained by classical integral-equation methods. We have
validated our method numerically for boundaries with Lipschitz constant less than1

10. In the
second part of the paper, we approximateNs, the inversion-symmetric form of the admittance
operator, byN0 in the forward-field equation and invert the resulting expression to solve an
inverse scattering problem in the far-field regime. We use a continuation method with respect
to the frequency: at each step we apply Newton’s method with the starting point given by the
output from the previous step. Thus at each stage we create an approximation to the curve
filtered at a higher frequency. Our method recovers some nonlinear effects not accounted for
by the classical Fourier inversion method, and works well in some situations where the linear
term approximation fails completely.

The paper is organized as follows. Section 2 introduces the notation used in the paper.
Section 3 contains a detailed description of Milder’s formalism, as well as the algebraic
transformations to ensure that the relevant operators always act on functions of compact
support. Then we describe two implementations of the operatorN0 and compare them. The
section concludes with numerical results for the forward-field computations. We consider an
inverse scattering problem in section 4 and discuss our continuation method for solving it. This
section also includes some numerical experiments in surface reconstruction. We conclude with
a summary in section 5.
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2. Notation and definitions

We shall associate with the vectorX = (x1, x2, x3) ∈ R3, the vectorX̄ = (x1, x2,−x3). x
without subscripts will denote a vector inR2 and we shall sometimes writeX as(x, x3). Our
scattering surface is denoted by0 and is given by the graph of a compactly supported Lipschitz
functionζ : R2→ R. The points on the surface are thus of the form(x, ζ(x)). The free-space
Green’s functionG(X, Y ) for the wavenumberk is given by the formula

G(X, Y ) = 1

4π

exp[ik|X − Y |]
|X − Y | (1)

for X 6= Y .
We shall frequently denoteG(X, Y ) byGX(Y ). We shall also use the following expression

for G:

G((x, z), (x0, z0)) = g(|(x, z)− (x0, z0)|) (2)

where(x, z) 6= (x0, z0) and

g(r) = 1

4π

eikr

r
. (3)

Functions satisfying the Helmholtz equation will be called metaharmonic.

3. Computation of the scattered field

We consider the Dirichlet problem for acoustic scattering from a compactly supported
perturbation of the plane. In subsection 3.1, we describe Milder’s operator expansion
formalism. We also discuss a modification we make to ensure that all integrations are
performed over compact regions. The next two subsections (3.2 and 3.3) form the main
part of our contribution to the forward-scattering computations: two implementations of the
order-zero normal differentiation operatorN0. Because of the central roleN0 plays in the
expansion formalism, we feel it is of interest to describe different ways of implementing it.
In subsection 3.4, we compare the two methods. The last subsection (3.5) presents some
numerical examples of computations of the scattered field.

3.1. The operator expansion formalism

The surface0 of the scatterer is given by the graph of a compactly supported Lipschitz function
ζ : R2 → R. We consider the Dirichlet problem for the Helmholtz equation, i.e. we wish to
solve

(1 + k2)8scat= 0 (4)

in the region lying above0, with the sound-soft boundary condition

8scat|0 = −8inc|0 (5)

where8inc is the (known) incoming wave and8scat is the scattered wave.
Following Milder, see [12, 13], we begin with the Green–Helmholtz integral for the

scattered field:

8scat(R) =
∫
0

(
∂GR

∂n
(X)8scat(X)− ∂8scat

∂n
(X)GR(X)

)
ds(X) (6)

where the free-space Green’s function is defined by

GR(X) = exp[ik|X − R|]
4π |X − R| . (7)
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Milder has modified this formula to obtain

8scat(R) = 2
∫
R2
GR(y, ζ(y))(Ns8inc)(y) dy (8)

whereNs has a formal operator power series expansion inζ . Only even powers ofζ occur in
the expansion, andNs can be written as a series of operators

Ns =
∞∑
j=0

N2j = N0 +N2 + · · · . (9)

Already, the first two terms of this expansion provide an order-four approximation to the
scattered potential, which surpasses the classical ones of Bragg or Kirchhoff (see [12]). The
expressions for the operatorsN0 andN2 are given by the following formulae:

N0f =
(
i
√
k2 − |η|2f̂ (η)

)∨
(10)

N2f = − 1
2N0[ζ, [ζ,N0]]N0f (11)

where

[ζ,N0]g = ζ(N0g)−N0(ζg) (12)

f̂ is the Fourier transform anďf is the inverse Fourier transform off .
Higher-order terms have simple expressions in terms of higher-order commutators,

although their implementation gradually becomes more difficult.
Alternatively,N0 can be viewed as a convolution operator with kernelK(x, y) given by

K(x, y) = −2
g′(|x − y|)
|x − y| (13)

where

g(r) = 1

4π

eikr

r
. (14)

Note, that the kernelK(x, y) is singular and is not a rapidly decaying function of|x−y|. Any
accurate numerical implementation has to overcome these problems.

In our experiments the incident field originates at a point source located atS, so that

8inc(Y ) = GS(Y ). (15)

We calculate the scattered field8scat(R) usingN0 or N0 + N2 instead ofNs. The resulting
approximations are correct through second and fourth order inζ , respectively. However, one
cannot use formula (8) directly, since the functionsN08inc, (N0 + N2)8inc andGR(y, ζ(y))

are supported on the whole plane. Therefore, we modify formula (8) so that all non-local
operators are applied to compactly supported functions and the final integration is performed
on a compact set. First, sinceGS̄(y) is metaharmonic above the boundary, (8) applied toGS̄(y)

gives:

GS̄(R) = −2
∫
GR(y, ζ(y))NsGS̄(y) dy (16)

whereS̄ is the reflection ofS across theXY -plane. Combining (15), (16) with (8), we obtain

8scat(R) = −GS̄(R) + 2
∫
GR(y, ζ(y))Ns(GS −GS̄)(y) dy. (17)

Note that the differenceGS −GS̄ vanishes outside the support ofζ .
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Even thoughGS −GS̄ is compactly supported,Ns(GS −GS̄), in general, is not. We shall
now describe the additional modifications that are made to (17) afterNs is replaced byN0, to
ensure integration over a compact set. Defining

80
scat(R) = −GS̄(R) + 2

∫
GR(y, ζ(y))N0(GS −GS̄)(y) dy (18)

we have

80
scat(R) = −GS̄(R) + 2

∫
GR(y, 0)N0(GS −GS̄)(y) dy

+2
∫
(GR(y, ζ(y))−GR(y, 0))N0(GS −GS̄)(y) dy. (19)

SinceN0 is a symmetric operator, and

N0GR(y) = N0GR̄(y) =
∂GR̄

∂y3
(y, 0) (20)

we immediately obtain

80
scat(R) = −GS̄(R) + 2

∫
∂GR̄

∂y3
(y, 0)(GS −GS̄)(y) dy

+2
∫
(GR(y, ζ(y))−GR(y, 0))N0(GS −GS̄)(y) dy. (21)

Since bothGR(y, ζ(y)) − GR(y, 0) and ∂GR̄/∂y3 are compactly supported, we see that
the evaluation of80

scat(R) can be reduced to evaluation of inner products of the form
〈N0f, g〉 =

∫
N0f (y)g(y) dy, where bothf andg are compactly supported.

The operatorN2 requires several similar decompositions starting from (17). We omit the
details.

3.2. Implementation of the operatorN0

As shown in the previous subsection, computation of the approximate scattered field can be
reduced to evaluation of inner products of the form〈N0f, g〉, where bothf andg are compactly
supported.

A straightforward numerical implementation ofN0 would consist of approximating the
Fourier integral by a DFT, multiplying by the symbol ofN0, and then applying an approximate
inverse Fourier transform via another DFT. However, the symbol ofN0 as a pseudo-differential
operator, i

√
k2 − |η2|, is not differentiable on the circle|η| = k. Therefore, this direct approach

would result in a low-order integration scheme and require a very fine uniform discretization
in frequency to give accurate results.

In this subsection, we demonstrate one way of resolving this problem. Our approach can
be applied to compute other Fourier integral operators with singular kernels. In our numerical
experiments, we approximate Lipschitz curves and surfaces by smooth functions. Thus the
functionf (andg) is smooth in addition to being compactly supported. Therefore, the function
f̂ is numerically compactly supported and integrations involving products off̂ are effectively
on compact subsets of the frequency space.

Our method of computing〈N0f, g〉 involves expressingN0 as a sum of two operators,T1

andT2, with the following properties:

• the symbol ofT1 is continuously differentiable to a prescribed order, and
• T2 is a convolution with a smooth function.
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We evaluateT1 using the FFT on the frequency side. Since the symbol ofT1 is several
times differentiable, it can be sampled relatively coarsely and still yield a good approximation.

The convolution with the smooth kernel ofT2 can be implemented efficiently by an FFT,
where this time the FFT is not viewed as a discretization of the continuous Fourier transform,
as it was when evaluatingT1, but as an algebraic operation which diagonalizes the discrete
convolution.〈N0f, g〉 is then evaluated by integration over the compact support ofg.

We shall exhibit the decomposition ofN0 in three dimensions, the result being valid in
two dimensions with only minor modifications.

We note (see [13]), that

N0f (x) = 1

(2π)2

∫
R2

iq(η)eix·ηf̂ (η) dη (22)

whereq(η) =
√
k2 − |η|2 is chosen to have a positive imaginary part when|η|2 > k2.

We fix a positive integerm and a positive realx3. We decomposeN0f into two terms:

N0f (x) = T1f (x) + T2f (x)

= 1

(2π)2

∫
R2

iq(η)[1− eiq(η)x3]meix·ηf̂ (η) dη

+
1

(2π)2

∫
R2

iq(η){1− [1− eiq(η)x3]m}eix·ηf̂ (η) dη. (23)

Let us first look atT1. Its symbol,σ(T1), is given by

σ(T1) = iq(η)[1− eiq(η)x3]m

= iq(η)

[
−iq(η)x3 +

q2(η)x3
2

2
+ . . .

]m
= c1q

m+1(η) + c2q
m+2(η) + . . . . (24)

If m is odd, thenm + 1 is even, andqm+1(η) is a polynomial. Now, forj = 1, 2,
d

dηj
q(η) = d

dηj

(
k2 − |η|2)1/2 = cηj

q(η)
(25)

and
d

dηj
ql(η) = cql−2(η)ηj . (26)

Thus, each derivative inη reduces the exponent ofq by two. If l = 2j + 1, thenql(η) is j
times continuously differentiable. In the above, ifm = 2n + 1,m + 2 = 2(n + 1) + 1, then
σ(T1), the symbol ofT1, is n + 1 times continuously differentiable.

As for the operatorT2, we write

T2(f )(x) =
∫
R2
K(x − y)f (y) dy. (27)

One can show that

K(x) =
m∑
n=1

(−1)n+1

(
m

n

)
h(k, x, nx3) (28)

where

h(k, x, x3) = −2
exp[ik

√
x2 + x2

3]

4π
√
x2 + x2

3

{
ik(x2 + x2

3)
−1/2 − (k2x2

3 + 1)(x2 + x2
3)
−1

−3ikx2
3(x

2 + x2
3)
−3/2 + 3x2

3(x
2 + x2

3)
−2

}
. (29)
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Moreover,h(k, x, x3) is a smooth function ofx for a positivex3, and thusK(x) is also smooth.
Details of the derivation are given in the appendix.

3.3. An alternative implementation of the operatorN0

There is an alternative way of implementing the operatorN0. We can regardN0 as a convolution
with an integral kernel, which has a singularity at zero. This section sketches the details of this
approach. The interested reader may see [16] for a thorough discussion of the relevant issues.
In the following we derive an explicit expression for the kernel.

The Green’s function for the upper half-spaceG{z>0} can be expressed in terms of the
free-space Green’s functionG as follows,

G{z>0}((x, z), (x0, z0)) = G((x, z), (x0, z0))−G((x,−z), (x0, z0)). (30)

The Poisson kernelp for the upper half-space is the outward normal derivative of the Green’s
function

p(x, (x0, z0)) = − ∂
∂z
G{z>0}((x, z), (x0, z0))

∣∣∣∣
z=0

= 2g′(|(x, 0)− (x0, z0)|) z0

|(x, 0)− (x0, z0)| . (31)

The Dirichlet-to-Neumann operatorN0 can be expressed by the formula

N0f (x) = lim
z→0
− ∂
∂z

∫
R2
p(y, (x, z))f (y)dy. (32)

The kernelK(x, y) of the Dirichlet-to-Neumann operatorN0, for x 6= y, is therefore the
outward normal derivative of the Poisson kernelp (see also [18]),

K(x, y) = − ∂
∂z
p(y, (x, z))

∣∣∣∣
z=0

= −2
g′(|x − y|)
|x − y| . (33)

The operatorN0 has been implemented via the following approximation

N0f (x) ≈ Trapezoidal sum for
∫
K(x, y)f (y)dy

+c1f (x)h
−1 + c21f (x)h + c3f (x)k

2h + O(h3) (34)

where1 is the Laplace operator inR2 andh is the side-length of an elementary grid square.
The constantsc1, c2, c3 can be computed numerically from the formula (34) using Richardson
extrapolation, see [5], p 269.

A similar approach applies to the two-dimensional case. The free-space Green’s function
is then given by the formula

ρ(r) = i

4
H0(kr) (35)

and the kernel ofN0 is equal to

K(x, y) = −2
ρ ′(r)
r
= ik

2

H1(k|x − y|)
|x − y| . (36)

We use the following approximation:

N0f (x) ≈ Trapezoidal sum for the
∫
K(x, y)f (y)dy + a1(h)f (x) + a2(h)f

′′(x) (37)
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where

a1(h) = − π
3h
− 1

2π

(
E − 1

2
+ log

(
hk

4π

))
hk2 − ζ(3)

4 · (2π)3h
3k4 +

i

4
hk2

a2(h) = h

2π
+
ζ(3)

(2π)3
h3k2

(38)

andE = 0.577 215. . . is the Euler constant.

3.4. Comparison of the two methods

We have described two different methods of implementingN0. The first one, expressingN0

as a sum ofT1 andT2, seems to be rather general and may prove useful for other integral
operators. The main idea is that a non-decaying, singular symbol is broken into two parts: the
first is non-decaying but smooth, while the second is singular but rapidly decaying at infinity.
The first part can be applied on the frequency side with a relatively coarse discretization to
functions with a fast decaying Fourier transform. Thus we can accurately evaluateT1f when
f is smooth. The second symbol is not applied on the frequency side, but as a convolution
operator on the space side. Since this symbol is rapidly decaying, the convolution kernel is
smooth and, again, a relatively coarse discretization can be used. Thus we can accurately
evaluateT2f whenf is compactly supported.

The second method of implementingN0 illustrates how to calculate a convolution with
a kernel having a singularity at 0 numerically. The method is more direct, but the correction
coefficients have to be computed for each particular kernel.

3.5. Numerical results

In this subsection we present examples of numerical computations of approximate scattered
fields. We report our results in two dimensions and compare them with the accurate values
obtained using the classical integral-equation approach. We used the two-dimensional version
of formula (18) to calculate80

scat(R), and a similar expression whenNs is replaced byN0 +N2.
The results have been obtained withN0 implemented by the method described in section 3.3,
after verifying that both methods give nearly identical results in test cases.

The integral-equation method requires, however, that the scatterer be bounded. When the
scatterer is defined by a non-negative, compactly supported functionζ , it is possible to reduce
the Dirichlet problem on the open domain aboveζ to the Dirichlet problem for the exterior of
a bounded region. To this end, we first construct a solutionu to the Dirichlet problem for the
upper half-space. The boundary values ofu should match the given data away from the support
of the curve and can be chosen arbitrarily on the support. Next we consider the lens-shaped
region formed by reflectingζ about the planez = 0, and the antisymmetric Dirichlet boundary
conditions given as follows: the boundary values on the upper half of the region are equal to the
original ones minus the values ofu on the curve, while the boundary values on the lower half
are the negatives of the corresponding values on the upper half. We now solve the Dirichlet
problem for the resulting symmetric domain with antisymmetric boundary values. Note that
the solution vanishes everywhere on the planez = 0 outside the bounded region. The sum of
u and the solution for the symmetric region is the solution to the original problem.

Tables 1–3 present results of numerical simulations for a simple test curve. In all cases,
the relative errors are computed for the reduced potential8 = 8scat+GS̄(R). Using the full
potential, the relative errors are much smaller, but less meaningful. The errors are computed
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Table 1. Relative error of the reduced potential withNs ≈ N0.

Height

Wavenumber 1 0.5 0.25 0.125 0.0625

π 6.72× 10−1 1.74× 10−1 4.77× 10−2 1.27× 10−2 3.27× 10−3

2π 8.10× 10−1 3.24× 10−1 8.56× 10−2 2.20× 10−2 5.60× 10−3

4π 9.52× 10−1 3.92× 10−1 7.74× 10−2 1.85× 10−2 4.66× 10−3

8π 1.13× 100 5.19× 10−1 9.43× 10−2 2.16× 10−2 5.05× 10−3

16π 1.24× 100 4.82× 10−1 8.64× 10−2 2.21× 10−2 5.37× 10−3

32π 1.30× 100 5.68× 10−1 8.34× 10−2 2.06× 10−2 5.49× 10−3

Table 2. Relative error of the reduced potential withNs ≈ N0 +N2.

Height

Wavenumber 1 0.5 0.25 0.125 0.0625

π 2.82× 10−1 2.21× 10−2 1.84× 10−3 1.34× 10−4 2.44× 10−5

2π 3.81× 10−1 2.10× 10−2 1.76× 10−3 1.25× 10−4 3.28× 10−5

4π 1.06× 100 9.09× 10−2 5.67× 10−3 3.72× 10−4 5.32× 10−5

8π 7.81× 10−1 2.21× 10−1 9.81× 10−3 4.18× 10−4 7.59× 10−5

16π 1.04× 100 3.64× 10−1 9.18× 10−3 4.47× 10−4 2.15× 10−4

32π 1.12× 100 5.22× 10−1 7.98× 10−3 5.09× 10−4 6.76× 10−4

Table 3. Relative difference of the reduced potentials withNs ≈ N0 andNs ≈ N0 +N2.

Height

Wavenumber 1 0.5 0.25 0.125 0.0625

π 8.59× 10−1 1.95× 10−1 4.94× 10−2 1.28× 10−2 3.28× 10−3

2π 8.68× 10−1 3.38× 10−1 8.69× 10−2 2.21× 10−2 5.62× 10−3

4π 9.86× 10−1 4.52× 10−1 8.21× 10−2 1.88× 10−2 4.68× 10−3

8π 1.03× 100 5.80× 10−1 1.03× 10−1 2.20× 10−2 5.07× 10−3

16π 9.81× 10−1 6.54× 10−1 9.42× 10−2 2.25× 10−2 5.39× 10−3

32π 1.02× 100 7.70× 10−1 9.04× 10−2 2.09× 10−2 5.48× 10−3

in thel2 norm:

E =
(∑

i |8i − 8̃i |2
)1/2

(∑
i |8̃i |2

)1/2 (39)

where8i is the reduced potential at theith receiver obtained by the algorithm and8̃i is the
corresponding value obtained by solving the combined field integral equations directly (see [4],
p 67, for a thorough description).

Note how the relative errors increase with the height of the curve, but that they remain
nearly constant at a fixed height as the wavenumber increases.

Table 4 records the result of a scattering experiment performed for a curve having only
low-frequency components. The objective was to determine the dependence of the termN2

on the wavenumber of the incident field. We find that the error depends only weakly on the
wavenumber of the incident field once it exceeds the highest frequency of the curve.
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Table 4. Relative difference of the reduced potentials withNs ≈ N0 andNs ≈ N0 + N2 for a
smooth curve.

Height

Wavenumber 0.25 0.125 0.0625 0.031 25 0.015 625 0.007 8125

π 1.17× 10−1 3.08× 10−2 8.07× 10−3 2.07× 10−3 5.26× 10−4 1.33× 10−4

2π 1.67× 10−1 3.97× 10−2 1.01× 10−2 2.58× 10−3 6.52× 10−4 1.64× 10−4

4π 2.12× 10−1 3.50× 10−2 7.75× 10−3 1.88× 10−3 4.64× 10−4 1.16× 10−4

8π 2.43× 10−1 4.14× 10−2 7.74× 10−3 1.76× 10−3 4.31× 10−4 1.07× 10−4

16π 2.13× 10−1 4.65× 10−2 9.95× 10−3 1.89× 10−3 4.31× 10−4 1.05× 10−4

32π 1.73× 10−1 4.16× 10−2 1.11× 10−2 2.47× 10−3 4.71× 10−4 1.07× 10−4

64π 1.67× 10−1 3.71× 10−2 9.96× 10−3 2.73× 10−3 6.15× 10−4 1.18× 10−4

128π 1.70× 10−1 3.61× 10−2 8.95× 10−3 2.47× 10−3 6.82× 10−4 1.54× 10−4

256π 1.68× 10−1 3.68× 10−2 8.74× 10−3 2.22× 10−3 6.15× 10−4 1.70× 10−4

4. Inverse scattering

We now turn to the problem of inverse scattering. We wish to study nonlinear interactions of
the scatterer with itself in the problem of reconstructing a surface given its far field. Milder’s
formalism, with its order-by-order expansion in powers ofζ , provides a convenient framework
for such analysis. One of our goals is to reconstruct a surface, for which the classical linear
approach fails. Section 4.1 describes our experiment and methodology, while section 4.2
contains numerical examples.

4.1. Description of the experiment

Starting from formula (21), we first develop an expansion for80
scat in negative powers of the

distance between receiver and scatterer.
We introduce some more notation. We shall writeX = rα, S = rσ , R = rω, where

|α| = |σ | = |ω| = 1. As before, a bar will denote that the third coordinate has a negative
sign, for example, ifα = (α1, α2, α3), thenᾱ = (α1, α2,−α3). Also, as before, forY ∈ R3,
andY on the scattering boundary, we shall writeY = (y, ζ(y)), wherey = (y1, y2) ∈ R2. We
denote the scalar product of vectorsX andY byX · Y .

The formula (21) derived in section 3.1

80
scat(R) = −GS̄(R) + 2

∫
∂GR̄

∂y3
(y, 0)(GS −GS̄)(y) dy

+2
∫
(GR(y, ζ(y))−GR(y, 0))N0(GS −GS̄)(y) dy (40)

gives rise to a far-field approximation. Assuming that|Y | � |S| = r, we have the following
asymptotic expansions

|S − Y | =
√
|S|2 − 2Y · S + |Y |2 = r − Y · S

r
+ O

(
1

r

)
(41)

|S − Y |−1 = 1

r
+ O

(
1

r2

)
(42)

GS(Y ) = exp[ik|S − Y |]
4π |S − Y | =

eikr

4πr
exp[−ikY · S/r] + O

(
1

r2

)
. (43)
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From (43) we find that

GS(y, ζ(y))−GS̄(y, ζ(y)) = −i
eikr

2πr
exp[−ik(σ1, σ2) · y] sin (kσ3ζ(y)) + O

(
1

r2

)
. (44)

Similarly,

GR(y, ζ(y))−GR(y, 0) = eikr

4πr
exp[−ik(ω1, ω2) · y]

(
e−ikω3ζ(y) − 1

)
+ O

(
1

r2

)
. (45)

Moreover,

GR̄(y, y3) = eikr

4πr
exp[−ikω̄ · (y, y3)] + O

(
1

r2

)
(46)

and therefore
∂GR̄

∂y3
(y, 0) = ikω3

eikr

4πr
exp[−ik(ω1, ω2) · y] + O

(
1

r2

)
. (47)

Combining (44), (45), (47) with (40), we obtain

8scat(R) ≈ −GS̄(R) + kω3
e2ikr

4π2r2

∫
R2

exp[−ik(ω1 + σ1, ω2 + σ2) · y] sin (kσ3ζ ) dy

−i
e2ikr

4π2r2

∫
R2

exp[−ik(ω1, ω2) · y]
(
e−ikω3ζ − 1

)
×N0 (exp[−ik(σ1, σ2) · y] sin (kσ3ζ )) dy + O

(
1

r3

)
. (48)

This leads to an expression in terms of the Fourier coefficients

8scat(R) ≈ −GS̄(R) + kω3
e2ikr

4π2r2
[sin(kσ3ζ )]

∧ (kω1 + kσ1, kω2 + kσ2))

−i
e2ikr

4π2r2

[(
e−ikω3ζ − 1

)
N0 (exp[−ik(σ1, σ2) · y] sin (kσ3ζ ))

]∧
(kω1, kω2)

+O

(
1

r3

)
. (49)

In the special case, when the source is directly above, this formula becomes

8scat(R) ≈ −GS̄(R) + kω3
e2ikr

4π2r2
[sin(kζ )]∧ (kω1, kω2)

−i
e2ikr

4π2r2

[(
e−ikω3ζ − 1

)
N0 (sin(kζ ))

]∧
(kω1, kω2) + O

(
1

r3

)
. (50)

Similarly, for the two-dimensional case, one can derive the following formula:

8scat(R) ≈ −GS̄(R) + iω3
e2ikr

2πr
[sin(kζ )]∧ (kω1)

+
e2ikr

2πkr

[(
e−ikω3ζ − 1

)
N0 (sin(kζ ))

]∧
(kω1) + O

(
1

r2

)
. (51)

Although we used expression (51) in our numerical experiments, we would like to mention
the following formula because of its appealing simplicity. For small elevationskζ , the sines
and the exponentials can be expanded in powers of their arguments, yielding

8scat(R) ≈ −GS̄(R) + ikω3
e2ikr

2πr
(ζ − ζN0ζ )

∧ (kω1) + O

(
1

r2

)
. (52)



452 R Coifman et al

A similar result holds in three dimensions.
Let us now describe the geometric setup in two dimensions. The functionζ is supported

on the interval [−1, 1]. The receivers at which we measure the scattered field are located on a
semicircle of radius 105 in such a way that their projections on thex-axis are equispaced. The
number of receivers isb2k/πc. The source is located at the point(0, 105).

Our reconstruction ofζ proceeds as follows.

• Step 0. We set the initial approximation to zero.
• Step 1. We choose an initial value for the wavenumberk and seek an approximation to

the functionζ by a trigonometric polynomial of degree not exceedingk. Substituting

ζ =
k∑

n=−k
cne

int (53)

in (51), we solve for the coefficientscn using Newton’s method with the previous
approximation as the starting point. The resulting solution represents the Fourier
coefficients ofζ corresponding to the frequencies not exceedingk.
• Step 2. We increasek to a new valuek′ (k′ = 2k is a convenient choice). We repeat

step 1 with the previous approximation toζ as our starting point. More precisely, we
approximateζ by the Fourier series

∑k′
n=−k′ cne

int and determine the coefficientscn by
solving (51) using Newton’s method starting from the previous result:

c′n =
{
cn for |n| 6 k
0 for |n| > k

(54)

where the coefficientscn come from step 1.

We now iterate step 1 and step 2 until we reach a prescribed frequencyk0. For a complete
reconstruction we need to choosek0 larger than the highest frequency of the curve.

We have observed experimentally that the continuation method described above converges
for a larger class of surfaces than Newton’s method starting atζ = 0.

0.03

0.04

0.05

0.06
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-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

filtered curve
second order reconstruction

first order reconstruction

Figure 1. Reconstructions of the curve filtered atk = π . Filtered curve ——; second-order
reconstruction- - - -; first-order reconstruction· · · · · ·.
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4.2. Numerical results

Figures 1–6 illustrate the continuation method as described in the previous subsection. The
solid curve in the final figure is the unknown curve to be reconstructed. The first figure
shows a filtered version of that curve at wavenumberπ , and the reconstruction carried out
using Newton’s method starting from the zero curve. The second-order reconstruction is
plotted together with the ‘classical’ linear reconstruction. The output of the second-order
reconstruction is then the starting point for the next stage, where the wavenumber doubles (and
so does the number of receivers on the semicircle). We proceed successively, as outlined in
section 4.1, until we reach the wavenumber that is above the highest frequency of the curve. At
each stage we attempt to reconstruct the true curve filtered at the corresponding wavenumber.
The final reconstruction using the second-order method with continuation approximates the
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0.05

0.06

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

filtered curve
second order reconstruction

first order reconstruction

Figure 2. Reconstructions of the curve filtered atk = 2π . Filtered curve ——; second-order
reconstruction- - - -; first-order reconstruction· · · · · ·.
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filtered curve
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Figure 3. Reconstructions of the curve filtered atk = 4π . Filtered curve ——; second-order
reconstruction- - - -; first-order reconstruction· · · · · ·.
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Figure 4. Reconstructions of the curve filtered atk = 8π . Filtered curve ——; second-order
reconstruction- - - -; first-order reconstruction· · · · · ·.
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Figure 5. Reconstructions of the curve filtered atk = 16π . Filtered curve ——; second-order
reconstruction- - - -; first-order reconstruction· · · · · ·.

curve very well. The first-order reconstruction is good for the first two stages but then moves
further and further away from the actual curve.

5. Conclusions and summary

We present an implementation of Milder’s operator expansion algorithm for acoustic scattering
with Dirichlet boundary condition. We modify the integral used by Milder to ensure that
all integral operators are applied to compactly supported functions and integrations are
performed on bounded sets. Our main contribution to the forward-field calculation has been the
development of two accurate ways of implementing theN0 operator. We have also combined
Milder’s formalism together with a continuation method in frequency to reconstruct accurately
rough boundaries with rather large heights. We have presented examples for which our
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Figure 6. Reconstructions of the original curve withk = 32π . Original curve ——; second-order
reconstruction- - - -; first-order reconstruction· · · · · ·.

method using second-order terms works, but for which the first-order reconstruction fails.
Our numerical results suggest that the higher-order approximation errors from incident fields
having higher wavenumber than the frequency content of the boundary tend to remain nearly
constant as the wavenumber of the incident field increases.

A scheme for the fast evaluation of the Helmholtz potentials can be added to accelerate
the algorithm. Such methods are currently being developed by several authors.
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Appendix

In this appendix, we provide a detailed derivation of the kernel of the convolution operatorT2

defined in section 3.2.
From (23) we obtain

T2(f )(x) = 1

(2π)2

∫
R2

∫
R2

iq(η){1− [1− eiq(η)x3]m}e−iy·ηeix·ηf (y) dy dη

=
∫
R2

dyf (y)
1

(2π)2

∫
R2

iq(η){1− [1− eiq(η)x3]m}ei(x−y)·η dη

=
∫
R2
K(x − y)f (y) dy (55)

where

K(x) = 1

(2π)2

∫
R2

iq(η){1− [1− eiq(η)x3]m}eix·η dη

= 1

(2π)2

∫
R2

iq(η)
m∑
n=1

(−1)n+1

(
m

n

)
eiq(η)nx3eix·η dη
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=
m∑
n=1

(−1)n+1

(
m

n

)
h(k, x, nx3) (56)

with

h(k, x, x3) ≡ 1

(2π)2

∫
R2

iq(η)eix·ηeiq(η)x3 dη. (57)

We note thath(k, x, x3) can also be expressed as

h(k, x, x3) = −i

(2π)2
∂2

∂x3
2

∫
R2

eix·ηeiq(η)x3
dη

q(η)
. (58)

We shall use the spectral form of the free-space Green’s function, see [13],

exp[ik||X − Y ||]
4π ||X − Y || =

i

2

1

(2π)2

∫
R2

exp[i(x − y) · η + iq(η)|x3− y3|] dη

q(η)
. (59)

Again, sincex3 is positive, settingY = 0, we obtain

exp[ik
√
x2 + x2

3]

4π
√
x2 + x2

3

= i

2

1

(2π)2

∫
R2

exp[ix · η + iq(η)x3]
dη

q(η)
(60)

wherex2 = x2
1 + x2

2. Substitution of (60) into (58) gives

h(k, x, x3) = −2
∂2

∂x2
3

exp[ik
√
x2 + x2

3]

4π
√
x2 + x2

3

 . (61)

After a straightforward calculation, we obtain:

h(k, x, x3) = −2
exp[ik

√
x2 + x2

3]

4π
√
x2 + x2

3

{
ik(x2 + x2

3)
−1/2 − (k2x2

3 + 1)(x2 + x2
3)
−1

−3ikx2
3(x

2 + x2
3)
−3/2 + 3x2

3(x
2 + x2

3)
−2

}
. (62)
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