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Abstract. Recent work by Kilmer and Martin [Linear Algebra Appl., 435 (2011), pp. 641–
658] and Braman [Linear Algebra Appl., 433 (2010), pp. 1241–1253] provides a setting in which the
familiar tools of linear algebra can be extended to better understand third-order tensors. Continuing
along this vein, this paper investigates further implications including (1) a bilinear operator on the
matrices which is nearly an inner product and which leads to definitions for length of matrices, angle
between two matrices, and orthogonality of matrices, and (2) the use of t-linear combinations to
characterize the range and kernel of a mapping defined by a third-order tensor and the t-product
and the quantification of the dimensions of those sets. These theoretical results lead to the study
of orthogonal projections as well as an effective Gram–Schmidt process for producing an orthogonal
basis of matrices. The theoretical framework also leads us to consider the notion of tensor polynomials
and their relation to tensor eigentuples defined in the recent article by Braman. Implications for
extending basic algorithms such as the power method, QR iteration, and Krylov subspace methods
are discussed. We conclude with two examples in image processing: using the orthogonal elements
generated via a Golub–Kahan iterative bidiagonalization scheme for object recognition and solving
a regularized image deblurring problem.
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1. Introduction. The term tensor, as used in the context of this paper, refers
to a multidimensional array of numbers, sometimes called an n-way or n-mode array.
If, for example, A ∈ Rn1×n2×n3 , then we say A is a third-order tensor where order is
the number of ways or modes of the tensor. Thus, matrices and vectors are second-
order and first-order tensors, respectively. Third-order (and higher) tensors arise
in a wide variety of application areas, including, but not limited to, chemometrics
[30], psychometrics [20], and image and signal processing [6, 7, 29, 23, 13, 26, 34,
33, 35]. Various tensor decompositions such as CANDECOMP/PARAFAC (CP) [4,
12], TUCKER [32], and higher-order SVD [8] have been developed to facilitate the
extension of linear algebra tools to this multilinear context. For a thorough review of
tensor decompositions and their applications, see [18].

Recent work by Kilmer and Martin [16] and Braman [1] provides an alterna-
tive setting in which the familiar tools of linear algebra can be extended to better
understand third-order tensors. Specifically, in [17] and [16] the authors define a
multiplication operation which is closed on the set of third-order tensors. This mul-
tiplication allows tensor factorizations which are analogues of matrix factorizations
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FRAMEWORK FOR THIRD-ORDER TENSORS 149

such as SVD, QR, and eigendecompostions. In addition, [1] defines a free module of
matrices (or n×1×n tensors) over a commutative ring where the elements are vectors
(or 1 × 1 × n tensors) and shows that every linear transformation upon that space
can be represented by multiplication by a third-order tensor. Thus, the significant
contribution of those papers is the development of a framework which allows new ex-
tensions of familiar matrix analysis to the multilinear setting while avoiding the loss
of information inherent in matricization or flattening of the tensor.

Continuing along this vein, this paper investigates further implications of this new
point of view. In particular, we develop new constructs that lead us ultimately (see
section 6) to the extension of traditional Krylov methods to applications involving
third order tensors. We are not the first to consider extensions of Krylov methods
to tensor computation. Other recent work in this area includes the work in [27, 28].
Our methods are different from their work, however, because we rely on the t-product
construct in [16] to generate the space in which we are looking for solutions, which
makes more sense in the context of the applications we will discuss. The algorithms
we present here are in the spirit of a proof-of-concept that is consistent with our
new theoretical framework. The numerical results are intended to show the potential
suitability in a practical sense. However, in order to maintain the paper’s focus, the
important but subtle and complicated numerical analysis of the algorithms in finite
precision are left for future work.

The work in this paper includes results from the authors’ technical report [15].
We should also note that there is overlap with the recent report [9], in which the
authors adopt some of the same notational conventions for the spaces in which we
work and in which the authors focus on computation of eigentuples as defined in
[1]. We will make it clear in the text where there is consistency between the two
bodies of work. The authors of [9] also have a freely available MATLAB toolbox
in which some of what we propose in the present manuscript could readily be imple-
mented.

This paper is organized as follows. After establishing basic definitions and no-
tation in section 2, section 3 presents a bilinear operator on the module of matrices.
This operator leads to definitions for length of matrices (which we prove in Appendix
A also provides a new valid matrix norm), for a tube of angles between two matrices,
and for orthogonality of matrices. In section 4 we introduce the concept of t-linear
combinations in order to characterize the range and kernel of a third-order tensor
and to quantify the dimensions of those sets, thus defining a tensor’s multirank and
multinullity. These theoretical results lead, in section 5, to the study of orthogonal
projections and an effective Gram–Schmidt process for producing an orthogonal basis
of matrices. In section 6 we consider powers of tensors, preliminary notes for compu-
tation of tensor eigendecompositions, and Krylov methods. In section 7, we utilize the
constructs from the previous section in the context of two image processing problems:
object recognition and image deblurring. We give concluding remarks and future work
in section 8.

On a first pass, the reader may wish to bypass section 4 and proceed directly to
the algorithms and numerical examples in sections 5–7. The details and definitions
in section 4 provide the keys to understanding the performance and pitfalls of the
algorithms and also complete the theoretical framework, but this material is not
crucial in understanding the premise of the algorithms on a first read.

2. Preliminaries. In this section, we give the basic definitions from [16] and
introduce the notation used in the rest of the paper. We will use calligraphic script
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150 M. E. KILMER, K. BRAMAN, N. HAO, AND R. C. HOOVER

to denote third-order tensors, capital letters to denote matrices, and lowercase math
font to denote scalars.

2.1. Notation and indexing. It will be convenient to break a tensor A in
R�×m×n up into various slices and tubal elements, and to have an indexing on those.
The ith lateral slice will be denoted �Ai, whereas the jth frontal slice will be denoted
A(j). In terms of MATLAB indexing notation, this means �Ai ≡ A(:, i, :), which is a
tensor, while A(j) ≡ A(:, :, j), which is a matrix.

We use the notation aik to denote the i, kth tube fiber inA, that is, aik = A(i, k, :).
The jth entry in that tube is a

(j)
ik . Indeed, these tubes have special meaning for us in

the present work, as they will play a role similar to scalars in R. Thus, we make the
following definition.

Definition 2.1. An element c ∈ R1×1×n is called a tubal scalar of length n.
Note that c(j) refers to a scalar, namely, the jth frontal face of the tubal scalar.

Following this, we get a series of additional notation.
Definition 2.2. The space of all tubal scalars is denoted Kn (see also [1, 9]).
Definition 2.3. Let C ∈ R�×1×n. Then C is a length � vector of tubal scalars

and will be denoted K�
n. Thus, we will use the notation �C to denote elements of K�

n.
Definition 2.4. Let C ∈ R�×m×n. Then C is an � ×m matrix of tubal scalars

and will be denoted by K�×m
n .

In order to discuss multiplication between two tensors and to understand the
basics of the algorithms we consider here, we first must introduce the concept of
converting A ∈ R�×m×n into a block circulant matrix.

If A ∈ R�×m×n with �×m frontal slices denoted A(i), then

bcirc(A) =

⎡
⎢⎢⎢⎢⎣

A(1) A(n) A(n−1) . . . A(2)

A(2) A(1) A(n) . . . A(3)

...
. . .

. . .
. . .

...

A(n) A(n−1) . . . A(2) A(1)

⎤
⎥⎥⎥⎥⎦

is a block circulant matrix of size �n×mn.
We anchor the unfold command to the frontal slices of the tensor. That is,

unfold(A) takes an �×m×n tensor and returns a block �n×m matrix, whereas the
fold command undoes the operation:

unfold(A) =

⎡
⎢⎢⎢⎣

A(1)

A(2)

...

A(n)

⎤
⎥⎥⎥⎦ , fold(unfold(A)) = A.

When we are dealing with matrices, the vec command unwraps the matrix into a
vector by column stacking, so that in MATLAB notation vec(A) ≡ A(:).

2.2. t-Product, identity, inverse. The following definition of the t-product
between two tensors was introduced in [17, 16].

Definition 2.5. Let A be � × p × n and B be p × m × n. Then the t-product
A ∗ B is the � ×m× n tensor

A ∗ B = fold (bcirc(A) · unfold(B)) .
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Note that in general the t-product of two tensors will not commute. There is one
special exception in which the t-product always commutes: the case when � = p =
m = 1, that is, when the tensors are tubal scalars.

We give an example of the t-product that will help illustrate a fundamental fact
going forward, namely, that third-order tensors under the t-product can be considered
as operators on matrices when those matrices are twisted into the third dimension
and considered themselves as third-order tensors.

Example 2.6. Let A ∈ K3×2
2 with frontal faces

A(1) =

⎡
⎣ 1 0

0 2
−1 3

⎤
⎦ and A(2) =

⎡
⎣ −2 1
−2 7
0 −1

⎤
⎦ ,

and let �B ∈ K2
2 with frontal faces B(1) =

[
3−1

]
and B(2) =

[−2
−3

]
. Note that �B is a

2× 2 matrix oriented as the sole lateral slice of a third-order tensor. Then

A ∗ �B = fold

⎛
⎜⎜⎜⎜⎜⎜⎝

⎡
⎢⎢⎢⎢⎢⎢⎣

1 0 −2 1
0 2 −2 7
−1 3 0 −1
−2 1 1 0
−2 7 0 2
0 −1 −1 3

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎣

3
−1
−2
−3

⎤
⎥⎥⎦

⎞
⎟⎟⎟⎟⎟⎟⎠

= fold

⎛
⎜⎜⎜⎜⎜⎜⎝

⎡
⎢⎢⎢⎢⎢⎢⎣

4
−19
−3
−9
−19
−6

⎤
⎥⎥⎥⎥⎥⎥⎦

⎞
⎟⎟⎟⎟⎟⎟⎠
∈ K3×2

2

is a 3 × 1 × 2 tensor. In other words, in this example, �C := A ∗ �B is a 3 × 2 matrix,
oriented as a lateral slice of a third-order tensor.

Before moving on, we need a few more definitions from [16] and examples.
Definition 2.7. If A is �×m× n, then AT is the m× �× n tensor obtained by

transposing each of the frontal slices and then reversing the order of transposed frontal
slices 2 through n.

Definition 2.8. The m×m× n identity tensor Immn is the tensor whose first
frontal slice is the m×m identity matrix, and whose other frontal slices are all zeros.

As a special case, the 1× 1× n identity tensor is the tubal scalar e1 with a 1 in
the first frontal face, and zeros in the remaining faces. For m > 1, Immn is a diagonal
matrix of tubal scalars with diagonal elements all equal to e1.

Definition 2.9. An m×m× n real-valued tensor Q is orthogonal if QT ∗ Q =
Q ∗ QT = I.

For an m×m× n tensor, an inverse exists if it satisfies the following.
Definition 2.10. An m×m× n tensor A has an inverse B, provided that

A ∗ B = Immn, and B ∗ A = Immn.

(Note that, due to the definition of the ∗ operation, invertibility of A is equivalent
to invertibility of bcirc(A).) When it is not invertible, then, as we will see, the kernel
of the operator induced by the t-product will be nontrivial.

2.3. A new view on tensors. One observation that is central to the work
presented here is that tensors in Rm×1×n (i.e., elements of Km

n ) are simply matrices
in Rm×n, oriented laterally. (See Figure 2.1.)
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squeeze
−−−−−→
←−−−−−
twist

Fig. 2.1. m×1×n tensors and m×n matrices related through the squeeze and twist operations.

To go back and forth between elements in Km
n and elements of Rm×n, we introduce

two operators: squeeze and twist.1

X = squeeze( �X )⇒ X(i, j) = �X (i, 1, j); twist(squeeze( �X )) = �X .

Let �X := twist(X) ∈ Km
n , c ∈ Kn. Then it is straightforward, using the definition

of t-product, to show the following equivalence:

(2.1) squeeze( �X ∗ c) = Xbcirc(cT ).

2.4. Mapping matrices to matrices. In the context of the matrix factoriza-
tions presented in [16] (see also [1]), the authors also noted the following when p > 1.

Observation 2.11. A ∗ B = [A ∗ �B1,A ∗ �B2, . . . ,A ∗ �Bp].
Thus it is natural to specifically consider the action of third-order tensors on

matrices, where those matrices are oriented as m× 1× n tensors. In particular, this
means that the t-product

T ( �X ) = A ∗ �X

defines a linear operator (in the traditional sense) from the set of all m× n matrices
to �×n matrices, where those matrices are oriented laterally. Moreover, T describes a
t-linear operator from Km

n → K�
n when elements of Kn are used in place of traditional

scalars (that is, T ( �X ∗c+ �Y ∗d) = T ( �X )∗c+T (�Y)∗d for arbitrary tubal scalars c,d

and arbitrary �X , �Y ∈ Km
n ). If � = m, then T will be invertible when A is invertible.

2.5. The Fourier domain connection. From a theoretical and a practical
point of view, it now behooves us to understand the role of the Fourier transform in
this setting. It is well known that block circulant matrices can be block diagonalized
by using the Fourier transform. Mathematically, this means that if Fn denotes the
n× n (normalized) DFT matrix, then for A ∈ R�×m×n, there exist n, �×m matrices
Â(i), possibly with complex entries, such that
(2.2)

(Fn⊗I�)bcirc(A)(FH
n ⊗Im)=blockdiag(Â(1), . . . , Â(n))=

⎡
⎢⎢⎢⎣
Â(1) 0 · · · 0

0 Â(2) 0 · · ·
...

. . .
. . .

. . .

0 · · · 0 Â(n)

⎤
⎥⎥⎥⎦.

1The squeeze operation works on a tensor �X in Rm×1×n just as it does in MATLAB. Our thanks
to Tamara Kolda for suggesting the twist operator.
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Fortunately, it is not necessary to form bcirc(A) explicitly to generate the matrices
Â(i). Using MATLAB notation, define Â := fft(A, [ ], 3) as the tensor obtained by
applying the FFT along each tubal element of A. Then Â(i) := Â(:, :, i). For the
remainder of the paper, hat notation is used to indicate that we are referencing the
object after having taken an FFT along the third dimension.

The consequence of (2.2) is that t-products, as well as tensor factorizations, can
be computed in the Fourier domain. For more details, see [17] and [16]. We cover two
important examples here.

Observation 2.12. Given a,b ∈ Kn, a ∗ b can be computed as

a ∗ b := ifft(â� b̂, [ ], 3),

where � of two tubal scalars means pointwise multiplication.
Observation 2.13. Factorizations of A, such as the t-QR and t-SVD (written

A = Q ∗ R and A = U ∗ S ∗ VT , respectively) are created (implicitly) by applying
the appropriate matrix factorization to each of the Â(i) on the block diagonal of the
right-hand side of (2.2). For example,

A = Q ∗R ⇐⇒ Â(i) = Q̂(i)R̂(i).

The MATLAB-like pseudocode for computing this t-QR factorization is given in Al-
gorithm 1. Other third-order tensor factorizations based on the t-product can be com-
puted similarly. It is possible to show that Q arising from the t-QR factorization gives
an example of an orthogonal tensor.

Algorithm 1: Full tensor QR factorization, Fourier domain computation.

Input: A ∈ K�×p
n , � ≥ p

Output: Q ∈ K�×p
n ,R ∈ Kp×p

n such that A = Q ∗R
Â ← fft(A, [ ], 3);
for i = 1 to n

Factor Â(:, :, i) = QR where Q is unitary;
Q̂(:, :, i)← Q; R̂(:, :, i)← R

end for

Q ← ifft(Q̂, [ ], 3);R← ifft(R̂, [ ], 3);

For reference, we recall the conjugate symmetry of the Fourier transform. That
is, if v ∈ Kn, then v̂ satisfies the following:

1. If n is even, then for i = 2, . . . , n/2, v̂(i) = conj(v̂(n−i+2)).
2. If n is odd, then for i = 2, . . . , (n+ 1)/2, v̂(i) = conj(v̂(n−i+2)).

This means for, say, n odd and i > 1 that Â(i) = conj(Â(n−i+2)). This provides a
savings in computational time in computing tensor products in the Fourier domain
or computing a tensor factorization in the tensor domain: for example, to compute
A = Q∗R, we would only need to compute individual matrix QRs for about half the
faces of Â.

It is particularly interesting and illustrative to consider the t-product C = AT ∗A.
Example 2.14. Define C = AT ∗ A. We can compute this via n matrix products

in the Fourier domain. But, due to the tensor transpose definition and conjugate
symmetry of Fourier coefficients, this means Ĉ(i) = (Â(i))H(Â(i)). That is, each face
of Ĉ is Hermitian and at least semidefinite. Also we only have to do about half of the
facewise multiplications to calculate C.
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This example motivates a new definition.
Definition 2.15. A ∈ Km×m

n is symmetric positive definite if the Â(i) are
Hermitian positive definite.

Clearly, C as defined in the previous example is symmetric positive definite.
Let us now investigate what the definitions in section 2 imply when specifically

applied to elements of Km
n (which, according to the previous discussion, we can think

of interchangeably as elements of Rm×n).

3. Inner products, norms, and orthogonality of matrices. In the follow-
ing, uppercase letters always describe the matrix equivalent of an m × 1 × n tensor.
That is, in terms of our previous definitions, X := squeeze( �X ).

Suppose that �X , �Y ∈ Km
n . Then the authors of [16] refer to a := �X T ∗ �Y ∈ Kn

as an inside product in analogy with the notion of an inner product. Indeed, with
the appropriate definition of “conjugacy” we can use this observation to determine a
bilinear form on Km

n .

Lemma 3.1. Let �X , �Y , �Z ∈ Km
n and let a ∈ Kn. Then 〈 �X , �Y〉 := �X T ∗ �Y satisfies

the following:
1. 〈 �X , �Y + �Z〉 = 〈 �X , �Y〉+ 〈 �X , �Z〉.
2. 〈 �X , �Y ∗ a〉 = ( �X T ∗ �Y) ∗ a = a ∗ ( �X T ∗ �Y) = a ∗ 〈 �X , �Y〉.
3. 〈 �X , �Y〉 = 〈�Y, �X〉T .

Of course, 〈 , 〉 does not produce a map to the reals, and so in the traditional

sense does not define an inner product. Indeed, 〈 �X , �X〉 is a 1 × 1 × n tensor and it

is possible for 〈 �X , �X〉 to have negative entries, so the standard notion of positivity of
the bilinear form does not hold.

On the other hand, the (1,1,1) entry in tubal scalar 〈 �X , �X〉, denoted 〈 �X , �X〉(1),
is given by vec(X)Tvec(X). In other words, 〈 �X , �X〉(1) is the square of the Frobenius

norm of �X (likewise of X). Thus, it is zero only when �X is 0, and nonnegative
otherwise. Therefore, we can make the following definition.

Definition 3.2. Given �X �= 0 ∈ Km
n and �X = twist(X), the length of any

nonzero �X is given as

‖ �X‖ := ‖〈
�X , �X〉‖F√
〈 �X , �X〉(1)

=
‖〈 �X , �X〉‖F
‖ �X‖F

,

while ‖ �X‖ = 0 if �X = 0.

Note that �X can only have unit length if 〈 �X , �X〉 = e1. Note also that when n = 1,

so that �X is in Rm, this definition coincides with the 2-norm of that vector.
For completeness, we define a tube of angles between two matrices. More detailed

discussion and an intuitive illustration are reserved for Appendix B.
Definition 3.3. Given nonzero �X , �Y ∈ Km

n , the tubal angle between them is
given implicitly by the tube

cos(θ) =
1

2‖ �X‖F ‖�Y‖F
(|〈 �X , �Y〉+ 〈�Y , �X〉|),

where | · | is understood to be componentwise absolute value.

Note that when n = 1, so that �X , �Y are in Rm, this definition coincides with the
usual notion of angle between two vectors. Otherwise, we have a length-n tube of
angles (i.e., a length-n vector) describing the orientation of one matrix relative to the
another.
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Using the bilinear form, the definition of orthogonal tensors in Definition 2.9 and
Observation 2.11, we are in a position to define what we mean by an orthogonal set2

in Km
n .
Definition 3.4. Given a collection of k, m×n matrices Xj, with corresponding

tensors �Xj = twist(Xj), the collection is called orthogonal if

〈 �Xi, �Xj〉 =
{

αie1, i = j,
0, i �= j,

where αi is a nonzero scalar. The set is orthonormal if αi = 1.
Suppose Q is an orthogonal tensor. It is easily verified that the (i, j) tubal

scalar entry of the product QT ∗ Q is given by �QT
i ∗ �Qj = 〈 �Qi, �Qj〉, and since Q is

orthogonal, the (i, j) entry is e1 if i = j and 0 otherwise. Thus this definition of
orthogonality is consistent with our earlier definition of an orthogonality for tensors
in that Q ∈ Rm×m×n is an orthogonal tensor iff the lateral slices { �Q1, �Q2, . . . , �Qm}
form an orthonormal set.

4. Linear combinations with tubal scalars, range, and kernel. In the
previous section, we gave a definition of a set of orthogonal matrices in Km

n . In
analogy with standard linear algebra and in light of the framework we have set up,
one would hope that if the orthogonal set contains m elements, we should be able
to reconstruct any element in Km

n from those m elements. That is obviously not the
case if we consider “linear combination” in the traditional sense, with the scalars as
elements of R. However, it will be the case if we consider what we will call t-linear
combinations, where tubal-scalars now take the role of scalars.

Definition 4.1. Given k tubal scalars cj , j = 1, . . . , k, in Kn, a t-linear combi-

nation of �Xj , j = 1, . . . , k, of Km
n is defined as

�X1 ∗ c1 + �X2 ∗ c2 + · · ·+ �Xk ∗ ck ≡ X ∗ �C, where X := [ �X1, . . . , �Xk], �C :=

⎡
⎢⎣

c1
...
ck

⎤
⎥⎦ .

Note that the order of multiplication is important, as in general cj ∗ �Xj will not
be defined unless m = 1.

Example 4.2. Using A ∈ K
3×2
2 and �B ∈ K2

2 from Example 2.6, we see that

A ∗ �B = �A1 ∗ b11 + �A2 ∗ b21

= fold

⎛
⎜⎜⎜⎜⎜⎜⎝

⎡
⎢⎢⎢⎢⎢⎢⎣

7
4
−3
−8
−6
2

⎤
⎥⎥⎥⎥⎥⎥⎦

⎞
⎟⎟⎟⎟⎟⎟⎠

+ fold

⎛
⎜⎜⎜⎜⎜⎜⎝

⎡
⎢⎢⎢⎢⎢⎢⎣

−3
−23
0
−1
−13
−8

⎤
⎥⎥⎥⎥⎥⎥⎦

⎞
⎟⎟⎟⎟⎟⎟⎠

= fold

⎛
⎜⎜⎜⎜⎜⎜⎝

⎡
⎢⎢⎢⎢⎢⎢⎣

4
−19
−3
−9
−19
−6

⎤
⎥⎥⎥⎥⎥⎥⎦

⎞
⎟⎟⎟⎟⎟⎟⎠

.

Thus, �C := A ∗ �B is a t-linear combination of the lateral slices of A.
Next, observe that a matrix Y can be built from the matrices squeeze( �Xj) as

follows.

2We could equivalently refer to this as an orthogonal set of matrices in Rm×n, but tend to avoid
this nomenclature since it could be confused with a set of orthogonal matrices, which is different.

D
ow

nl
oa

de
d 

03
/0

1/
16

 to
 1

69
.2

37
.2

15
.1

79
. R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

156 M. E. KILMER, K. BRAMAN, N. HAO, AND R. C. HOOVER

Lemma 4.3. With X , �C as defined in Definition 4.1,

(4.1) Y := squeeze(X ∗ �C) =
k∑

i=1

Xibcirc(c
T
i ) ∈ Rm×n.

Proof. The proof follows from (2.1) and from squeeze( �X + �Y) = squeeze( �X )+
squeeze(�Y).

Since the circulant matrices bcirc(cTi ) will not be scalar multiples of the identity
in general, this isn’t a linear combination of the Xi. However, since these n × n
circulant matrices can be diagonalized by the n× n DFT matrix, it follows that the
jth column of the matrix Y Fn is a (traditional) linear combination of the jth columns
of XiFn, i = 1, . . . , k. This multilinear perspective will be helpful in interpreting the
range of the t-linear operator in the next subsection.

4.1. Tubal rank, range, and kernel. There is one important sense in which
tubal scalars differ from elements in R. Even though a may have all nonzero entries, a
may not be invertible.3 According to the definition of invertibility, a is only invertible
if there exists b such that a ∗ b = b ∗ a = e1. However, we noted previously that
t-products can be implemented by Fourier transforming in the third dimension, com-
puting pairwise products of faces, then inverse Fourier transforming the result. Thus,
an element a ∈ Kn can be invertible iff â (obtained by Fourier transforming a in the
third dimension) has no zero entries (i.e., a can have no zero Fourier coefficients).

In order to appropriately characterize the range, denoted R(A), and kernel, de-
noted N(A), of the map defined by tensor A, it is necessary to capture information
about the dimensionality that is more subtle than in the standard linear algebra sit-
uation of matrices over a scalar field. Specifically, we need to separate tubal scalars
that are invertible from those that are not.

Definition 4.4. Suppose b ∈ Kn. Then its tubal rank is the number of its
nonzero Fourier coefficients. If its tubal rank is n, we say it is invertible; if it is less
than n, it is not.4 In particular, the tubal rank is 0 iff b = 0.

We will use the tensor SVD, or t-SVD introduced in [16], to characterize R(A)
and N(A) for A ∈ R�×m×n. The authors show there exists an � × � × n orthogonal
U , an �×m× n f-diagonal S, and an m×m× n orthogonal V such that

A = U ∗ S ∗ VT =

min(�,m)∑
i=1

�Ui ∗ si ∗ �VT
i , si := S(i, i, :),

where the si are the singular tuples. (See Figure 4.1.)
It is worth noting that the t-SVD can be derived using (2.2). Specifically, the

tensors U ,S,V are derived from individual matrix SVDs in Fourier space; that is,
Û (i)Ŝ(i)(V̂ (i))T = Â(i). If Â(i) has rank ri < min(�,m), then for j ≥ ri, ŝj has a 0
in the ith position; i.e., sj has at least one zero Fourier coefficient, and therefore sj
is not invertible. If all the faces of Â have ranks less than min(�,m), then there will
be at least one sj which is identically 0 because all n of its Fourier coefficients are
zero. However, we will need a way of keeping track of the sj that have zero Fourier
coefficients but which are not necessarily equal to 0 if we want to specify something
useful about the range and/or kernel.

3This is equivalent to the observation that Kn in [1] cannot form a field.
4These observations are consistent with those in [16] adapted to the special case when � = m = 1.
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=

Fig. 4.1. The t-SVD of an l×m× n tensor. (Originally appeared in [11].)

Let p = min(�,m). Ideally, we would like to be able to describe the range of A
in terms of a t-linear combination of a subset of the �Ui, and the kernel in terms of a
subset of the �Vi. As we will see, this will be sufficient in the case when all the nonzero
si are invertible. But when there are some nonzero si which are not invertible, we
will have to take special care. Indeed, observe that for any �X ∈ Km

n ,

(4.2) A ∗ �X =

min(�,m)∑
i=1

�Ui ∗ (si ∗ �VT
i ∗ �X︸ ︷︷ ︸
di

),∈ K�
n,

where the term in parenthesis is a tubal scalar that is the product of two tubal scalars,
si and di. Hence, the range of A is a t-linear combination of the �Ui. However, the
range is special because each term in parentheses will have zero Fourier coefficients
exactly where each si has zero Fourier coefficients. To see this more clearly, observe
that from Lemma 4.3, in Fourier space is
(4.3)

squeeze(
̂A ∗ �X ) =

p∑
i=1

[ŝ
(1)
i d̂

(1)
i Û (1)(:, i), ŝ

(2)
i d̂

(2)
i Û (2)(:, i), . . . , ŝ

(n)
i d̂

(n)
i Û (n)(:, i)],

where, as mentioned above, Û (i)Ŝ(i)(V̂ (i))T = Â(i). In summary, the jth column of

squeeze(
̂A ∗ �X ) is a linear combination of the first p columns of Û (j) with scalar

expansion coefficients ŝ
(j)
i d̂

(j)
i , i = 1, . . . , p.

Accordingly, we define the following concept.
Definition 4.5. The multirank of the A is the tubal scalar ρ := ρ(A) ∈ Kn such

that ρ(i) is the rank of the ith matrix Â(i). Since Â(i) is �×m, ρ(i) ≤ min(�,m). The
multinullity is the complimentary tubal scalar η := η(A) with entries m− ρ(i).

Next, we characterize range and null space.
Theorem 4.6. Suppose the first j singular tuples are invertible, the next k are

nonzero but not invertible, and that for p = min(�,m), p − (j + k) are identically 0.
The sets R(A), N(A) are given unambiguously by

R(A) = {�U1 ∗ c1 + · · ·+ �Uj+k ∗ cj+k|ci = si ∗ di,di ∈ Kn, j < i ≤ j + k},

N(A) = {�Vj+1 ∗ cj+1 + · · ·+ · · ·+ �Vm ∗ cm|si ∗ ci = 0, j < i ≤ j + k}.
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Proof. That anything in the range must be a t-linear combination of the first
j + k lateral slices of U is clear from (4.2). However, if there are singular tuples with
nonzero tubal rank less than n, it is not true that every t-linear combination of the
of the first j + k lateral slices of U is in the range.

Indeed, the equation

A ∗ �X =

k+j∑
i=1

�Ui ∗ ci

is solvable only if ci, i = j + 1, . . . , j + k, has zero Fourier coefficients in exactly the
same positions as the zero Fourier coefficients of si for those terms (i.e., compare the
right-hand side of (4.3) to the right-hand side of the Fourier-space version of the above
equation). In other words, we need ci = di ∗ si for some di for i = j + 1, . . . , j + k.

Now, if j + k + 1 ≤ m,

A ∗ �Vi = 0, i = j + k + 1, . . . ,m,

but there are other vectors that map to zero as well. For example, let ci be a tubal
scalar that has zero Fourier coefficients where si, for j + 1 ≤ i ≤ j + k, has nonzero
Fourier coefficients, and 1’s where si has zero Fourier coefficients. Then

A ∗ (�Vi ∗ ci) = 0 but A ∗ �Vi �= 0.

With these observations, the result is proved.
This analysis shows that the number of matrices (elements of Km

n ) necessary
to generate any element in R(A) is equal to the number of nonzero singular tuples,
whether or not those tuples are invertible. The number of matrices necessary to
generate an arbitrary element of N(A) is equal to m− p plus the number of nonzero
and noninvertible singular tuples. For this reason, we refer to the first j + k columns
of U as the generators for the range (but abstain from using the term basis, in the
sense that knowledge of the tubal ranks of the singular tuples must be included to
describe the range). Likewise, columns j + 1 through m of V are the generators for
the null space.

Furthermore, a traditional rank plus nullity theorem does not hold if we consider
the “dimension” of R(A) as the min/max number of matrices necessary to generate
any element in the set, and similarly for N(A). Thus, when we define dimension, it
should be consistent with the multi-rank of the matrix (see also (4.3)).

Thus, we set dim(R(A)) := ‖ρ(A)‖1, dim(N(A)) := ‖η(A)‖1, and under this
convention, it will always be the case that

dim(R(A)) + dim(N(A)) = nm = ‖ρ(A) + η(A)‖1.

Finally, we set a notion of conditioning for a tensor that is consistent with the
aforementioned new concepts.

Definition 4.7. If A ∈ R�×m×n, its condition number is infinite if m > � or the
multinullity is nonzero (i.e., ‖η(A)‖1 > 0). If the condition number is not infinite,
then the condition tubal scalar is well defined and is given by the length n tubal scalar
with entries defined by the condition numbers of each of the respective Â(i).

5. Orthogonal projectors and Gram–Schmidt for orthogonal matrices.
Now that we understand how to define the range and kernel in terms of t-linear
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combinations, you might ask whether it is possible to design orthogonal projectors
onto the spaces.

The following definition is consistent with the concept of projectors with respect
to matrices.

Definition 5.1. P is a projector if P2 = P ∗ P = P, and it is orthogonal if
PT = P.

In particular, if { �Qi}ki=1 is an orthogonal set in Km
n , then P = [ �Q1, . . . , �Qk] ∗

[ �Q1, . . . , �Qk]
T defines an orthogonal projector, as does I − P .

Note that when AT ∗A is invertible, A∗ (AT ∗A)−1 ∗AT is an orthogonal projec-
tor onto R(A). If one or more singular tuples are not invertible, then to describe an
orthogonal projector onto R(A) requires more information than just an orthogonal
set of generating matrices for the R(A), as noted in Theorem 4.6. Define the diag-
onal tensor D so that the Fourier coefficients of each tubal scalar along the diagonal
satisfy

d̂
(j)
i =

{
1 if ŝ

(j)
i �= 0,

0 otherwise.

It is easily shown that an orthogonal projector onto R(A) is given by Uk ∗ D ∗ UT
k ,

where k is the number of nonzero singular tuples and Uk = U(:, 1:k, :).
It is natural to think about a classical Gram–Schmidt process for generating an

orthonormal set of matrices. The key, however, to doing it correctly is the normal-
ization. Algorithm 2 takes a nonzero �X ∈ Km

n and returns �V ∈ Km
n , a ∈ Kn such

that

�X = �V ∗ a,

where ‖�V‖ = 1. Note that a might not be invertible. Recall that a(j) is a scalar (i.e.,

the jth frontal face of the 1× 1× n tensor a), and that if �X is m× 1× n, �X (j) is the

jth frontal face of �X , which is vector of length m.
The following classical Gram–Schmidt algorithm (see Algorithm 3) takes A ∈

R�×m×n with � ≥ m as input and returns the factorization A = Q ∗ R, where Q is
�×m×n with orthonormal “columns” �Qk, k = 1, . . . ,m, and R is m×m×n f-upper
triangular. The tubes on the diagonal of R correspond to normalization terms.

Algorithm 2: Normalize.

Input: �X ∈ Km
n �= 0

Output: �V ∗ a = �X with ‖�V‖ = 1

�V ← fft( �X , [ ], 3)
for j = 1 to n

a(j) ← ‖�V(j)‖2 (note �V(j) is a vector)
if a(j) > tol then

�V(j) ← 1
a(j)

�V(j)

else
�V(j) ← randn(n, 1); a(j) ← ‖�V(j)‖2; �V(j) ← 1

a(j)
�V(j); a(j) ← 0

end
�V ← ifft(�V , [ ], 3); a← ifft(a, [ ], 3)

end for
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Algorithm 3: Classical Gram–Schmidt, QR version.

Input: A ∈ K�×p
n , � ≥ p

Output: Q ∈ K�×p
n ,R ∈ Kp×p

n such that A = Q ∗R
[ �Q1,R(1, 1, :)]← Normalize( �A1)
for i = 2 to m

�X ← �Ai;
for j = 1 to i− 1

R(j, i, :)← �QT
j ∗ �X ;

�X ← �X − �Qj ∗ R(j, i, :);
end for

[ �Qi,R(i, i, :)]← Normalize( �X );
end for

This algorithm is consistent with the tensor QR factorization introduced in [17,
16] and described in the first section. Having introduced the concept of orthogonal
projectors, it is straightforward to derive the modified Gram–Schmidt analogue of
this, so we will leave this exercise to the reader. If the number of nonzero tubal
scalars on the diagonal of R is k, then the first k lateral slices of Q can be used to
describe (or project onto) R(A); however, as described above, if some of the diagonals
of R are not invertible, this information must be taken into account when generating
(or projecting onto) the range.

6. Tensor polynomials, computation of tensor eigendecomposition, and
Krylov subspace methods. In this section, we will assume Â has diagonalizable
faces, that is, Â(i) = X̂(i)D̂(i)(X̂(i))−1. It follows that if the invertible tensor X̂ and
f-diagonal tensor D̂ are defined facewise as X̂ (i) = X̂(i) and D̂(i) = D̂(i), then, upon
taking the inverse FFT along tubes, we have an eigendecomposition [1]

A = X ∗ D ∗ X−1 =⇒A ∗ X = X ∗ D =⇒ A ∗ �Xj = �Xj ∗ dj ,

where the latter follows from Observation 2.11. See [9] for a definition of a canonical
decomposition and explicit ordering of eigentuples in a slightly different notational
framework.

A word of caution to the reader. Eigenvalue decomposition for tensors means
different things to different researchers (see [19, 22, 24, 25], for example). In some
scenarios, one really does desire a single scalar eigenvalue and an eigenvector of length
n. Our approach differs in that we are looking for eigentuples dj and their correspond-

ing eigenmatrices �Xj . In our case, eigendecompositions can exist even when m �= n,
although � = m is required.

Recall from the first section that the faces of Â ≡ B̂T ∗ B̂ are Hermitian semi-
definite. Thus, if A = BT ∗B for some tensor B, such an eigendecomposition exists. It
has been shown in [16, 2, 10] that the t-SVD is useful in image processing applications.
In analogy with the matrix case, it is easy to show that there is a connection between
the t-SVD of B and the eigendecompositions of BT ∗ B and B ∗ BT . This suggests
that efficient algorithms to compute eigenpairs can be used to compute full or partial
t-SVDs.

The concept of determinant for third-order tensors was defined in [15, 9], its

implication in terms of the number of eigentuples for A ∈ Kn×n
n (up to

(
n/2+1

2

)
for
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n even, for instance), was also cited in those works, and will not be pursued further
here. The upshot of the results in those papers is that, in light of (2.2), computing
eigentuples and corresponding eigenmatrices is equivalent to computing eigenvalues
and eigenvectors for the blocks Â(i) simultaneously, but choosing a consistent ordering
scheme for the individual matrix eigendecompositions is crucial.

Moreover, as we will see in the next section, generalizing matrix eigenvalue algo-
rithms, such as the power iteration, and Krylov subspace iteration will not be com-
pletely straightforward without appropriate normalization.

6.1. Powers of tensors. If we want to investigate the extension of any matrix
algorithm based implicitly on powers of matrices (e.g., the power iteration and Krylov
subspace methods) to tensors under the t-product framework, we need to look closely
at what Ak means for positive integer k and our m×m× n tensor, A.

Let k be a positive integer. Then Ak :=

k times︷ ︸︸ ︷
A ∗ A · · · ∗ A can be computed by

1. Â = fft(A, [ ], 3);
2. for i = 1 : n

Ĉ(i) = (Â(i))k (a matrix power);
3. Ak = ifft(Ĉ, [ ], 3).

Recall our assumption Â(i) = X̂(i)D̂(i)(X̂(i))−1. Then (Â(i))k = X̂(i)(D̂(i))k(X̂(i))−1.
For convenience, suppose entries in each of the diagonal matrices D̂(i) are ordered in

decreasing magnitude so that the (1,1) entry of Λ(i), denoted as λ
(i)
1 , has the property

|λ(i)
1 | > |λ

(i)
2 | ≥ · · · ≥ |λ

(i)
m |.

Let �W ∈ Km
n be the initial vector for a power iteration. Consider Ak ∗ �W. Now

�W =
∑m

i=1
�Vi ∗ ai for some tubal scalars ai, and so

Ak ∗ �W =
m∑
i=1

�Vi ∗ dk
i ∗ ai = D[d1]

k
m∑
i=1

�Vi ∗
(
di

d1

)k

∗ ai,

where D[d1] is the diagonal tensor with tubal scalar d1 repeated along the diagonal.
So, one would expect that, under this ordering of eigenvalues in the Fourier

domain, a power iteration for the tensor A (in the original space) should converge
to the eigentuple corresponding to the largest magnitude entries of each D̂(i). But
without the proper normalization of the candidate eigenmatrix at each iteration, this
will not happen! The easiest way to see this is to recall (2.2) so that we can either try
to do a power iteration on the big block diagonal matrix on the right, or we can do
individual power iterations on each of the blocks. What we want to do is equivalent
to running individual power iterations on each of the blocks, which requires that
each of the individual length-m candidate eigenvectors be normalized (in the 2-norm)
to length 1. But without this normalization, one would end up running the power
iteration on the big block diagonal matrix, which would pick off only one (or 2,
given conjugate symmetry) eigenvalues of the big block diagonal matrix and their
corresponding length-m eigenvectors.

We therefore propose the following power iteration (see Algorithm 4), which uses
our notation of length and normalization from the previous section, which will con-
verge to the eigentuple that corresponds to finding the largest magnitude eigenvalue
of each Â(i).

We conclude this section by noting that extending algorithms such as the Arnoldi
iteration [9] and QR iteration [15, 3] are likewise possible, though a number of numeri-
cal issues must be addressed in order for these methods to be properly implemented [9].
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Algorithm 4: Power iteration.

Input: A ∈ Km×m
n

Output: d ∈ Kn, �V ∈ Km
n such that A ∗ �V ≈ �V ∗ d

�V ← randn(m, 1, n);
�V ← Normalize(�V);
for i = 1 to . . .

�V ← A ∗ �V ;
�V ← Normalize(�V);
d← �VT ∗ (A ∗ �V);

end for

6.2. Krylov subspace methods. The Krylov tensor generated by G and �B
composed of k lateral slices is defined according to

Kk(G, �B) := [ �B,G ∗ �B,G2 ∗ �B, . . . ,Gk−1 ∗ �B].

We assume that k ≤ min(�,m), that the tubal rank of each singular tuple of G
is min(�,m), and that when �B is normalized, the normalization term is an invertible
tubal scalar. We consider here only the case where (using the definition in the previous
section) dim(N(Kk)) = 0, which should ensure that we have no “breakdowns” (see
below for definition).

The basic idea is to directly extend Krylov iterations by replacing matrix-vector
products by t-products between the tensor and a matrix. Based on the discussion
in the previous subsection, this approach is equivalent to applying a matrix Krylov
method on each of the blocks Ĝ(i) in the block diagonal matrix (in Fourier space)
simultaneously, and therefore to get the method to work the way we want, we have
to normalize appropriately.

Suppose A is symmetric positive definite. Then the Symmetric Lanczos iteration
(compare to the matrix version [31, Algorithm 36.1]) is as shown in Algorithm 5,
which implicitly generates a set of orthogonal generating matrices for R(Kk(A,B)).

Since we have assumed for simplicity that the algorithm does not break down
(i.e., that ci is always invertible), in exact arithmetic taken to k steps this would

Algorithm 5: Symmetric Lanczos iteration.

�Q0 ← 0.
[ �Q1, z0]← Normalize( �B)
for i = 1 to . . .

�V ← A ∗ �Qi

ci ← �QT
i ∗ �V

�V ← �V − �Qi−1 ∗ zi−1 − �Qi ∗ ci
[ �Qi+1, zi]← Normalize(�V)

end for
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produce QT
k ∗ A ∗ Qk = T , where

T =

⎡
⎢⎢⎢⎢⎢⎢⎣

c1 z1 0 0 0
z1 c2 z2 · · · 0

0 z2 c3
. . .

...
. . .

. . .
. . . zk−1

0 · · · 0 zk−1 ck

⎤
⎥⎥⎥⎥⎥⎥⎦

is a tridiagonal k× k× n tensor. Suppose that T = V ∗D ∗ VT ; then in analogy with
matrix computation, we call lateral slices of Qk ∗V the Ritz matrices. Note that when
k is small, we can possibly afford to find the eigendecomposition of T directly: we
need only compute O(k) FFTs and inverse FFTs of length n, then O(n/2) tridiagonal
matrix eigenvalue problems (in the Fourier domain).

Golub–Kahan iterative bidiagonalization (often referred to as Lanczos bidiagonal-
ization), which implicitly generates an orthogonal matrix generating set for Kk(AT ∗
A,AT ∗ �B), can likewise be extended to the tensor case (see Algorithm 6).

Algorithm 6: Golub–Kahan iterative bidiagonalization.

Input: A ∈ K�×m
n , �B ∈ Km

n �= 0

�Q0 ← 0.
[ �Q1, z1]← Normalize( �B) with z1 invertible
for i = 1 to . . .

�Wi ← AT ∗ �Qi − �Wi−1 ∗ zi
[ �Wi, ci]← Normalize( �Wi)
�Qi+1 ← A ∗ �Wi − �Qi ∗ ci
[ �Qi+1, zi+1]← Normalize( �Qi+1)

end for

The algorithm after k steps and no breakdowns produces the decomposition

A ∗W = Q ∗ P ,

where W and Q have k and k + 1 orthogonal lateral slices, respectively, and P is a
(k + 1) × k × n tensor. Similar to the case above, we get approximate SVDs from
the Ritz triples that are formed using the t-SVDs of P . Thus if P = U ∗ S ∗ VT , the
approximate singular tuples and the corresponding right and left singular matrices
are given by

(si,W ∗ �Vi,Q ∗ �Ui)

for i up to k. Since P is facewise bidiagonal, P̂ is facewise bidiagonal, and so com-
puting the t-SVD of P from scratch amounts to computing O(k) forward and inverse
FFTs, and O(n/2) SVDs of bidiagonal matrices.5

5Since P̂ does not change values in its leading principle submatrices, bidiagonal matrix SVD
updating techniques could be employed to make this process more efficient from one iteration to the
next.
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The final question we are interested in is in developing Krylov-iterative solvers.
In other words, we would like to consider solutions to problems of the form

A ∗ �X = �B or min
�X
‖A ∗ �X − �B‖F ,

where we restrict our approximate solution so that it is a t-linear combination of
the columns of a Krylov tensor, �X = Kk ∗ �C, and Kk is generated by A, �B (if A is

symmetric positive definite) or AT ∗ A,AT ∗ �B, respectively.
Working backwards, if we can run a conjugate gradient (CG) iteration on each

block in the Fourier domain, we ought to be able to specify a CG iteration for tensors.
An alternative view would be to develop a CG algorithm directly from the symmetric
Lanczos iteration. We present one implementation of the CG algorithm here (see
Algorithm 7; compare to [31, Algorithm 38.1], for example). The one difference with

tensor CG vs. matrix CG is that the expression �X T ∗ A ∗ �X is a tubal scalar rather
than a scalar (see the discussion of bilinear forms in section 3). If A is symmetric
positive definite, then since the tensor CG routine is in exact arithmetic doing CG
on n, m×m subproblems in the Fourier domain, the Â(i)-norm of the error is being
reduced on each of the subproblems as a function of k. Thus, the Fourier coefficients
of �X T

k ∗ A ∗ �Xk are being reduced as a function of k, from which it follows that

‖ �X T
k ∗ A ∗ �Xk‖ is decreasing. In exact arithmetic, using our tensor definition of

orthogonality, we do still get orthogonality of the residual matrices, and A-conjugacy
of the search directions. Note that we perform a normalization step initially to prevent
growth in factors.

Algorithm 7: t-CG.

Input: A ∈ Km×m
n positive definite, �B ∈ Km

n �= 0

Output: Estimate �X , A-conjugate �Pi, orthogonal �Ri

�X0 ← 0.
[ �R0, a]← Normalize( �B); �P0 ← �R0.
for i = 1 to . . .

c← (�PT ∗ A ∗ �P)−1 ∗ ( �RT ∗ �R)
�Xi ← �Xi−1 + �Pi−1 ∗ c
�Ri ← �Ri−1 −A ∗ (�Pi ∗ c)
d← ( �RT

i−1 ∗ �Ri−1)
−1 ∗ ( �RT

i ∗ �Ri)
�Pi ← �Ri + �Pi−1 ∗ d

end for
�X ← �X ∗ a.

7. Numerical examples. In this section we give two examples illustrating the
potential of the previously developed theoretical and computational framework.

7.1. Image deblurring. The most basic model of linear image blurring is given
via the matrix vector equation

Kx+ e = b,

where x := vec(X) is the vectorized version of the original image, K represents the
known blurring operator, and b := vec(B) is the vectorized version of the recorded
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blurry and noisy image. The noise vector e is usually assumed to be white and
unknown. In many deblurring applications, the matrix K has significant structure.
For purposes of illustrating our Krylov solver algorithm, we will assume thatK is block
circulant, which is not an uncommon assumption and is consistent with a model for
spatially invariant blur given periodic boundary conditions in that direction.

The presence of the noise forces one to use regularization to damp the effects
of the noise and make the system better conditioned. The most well-known type of
regularization is Tikhonov regularization, in which case one solves

min
x
‖Kx− b‖22 + λ2‖x‖22,

and λ controls the amount of damping.
The normal equations for this optimization problem are

(KTK + λ2I)x = KT b.

The assumed structure on K ensures that KTK+λ2I is still a block circulant matrix.
Given this structure, as discussed in [16], an equivalent way to formulate the problem
above is

(AT ∗ A+D[d]) ∗ �X ≈ AT ∗ �B,

where A is obtained by stacking the first block column of K, and �X = twist(X),
�B = twist(B), d = λ2e1, and D[d] is the diagonal tensor with d repeated down the
diagonal. For more on exploiting circulant structure with respect to tensor computa-
tions in image processing, see [26].

Since the purpose of this example is to illustrate the performance of the tensor-CG
algorithm, we will assume that a reasonable value of λ is already known—choosing
regularization parameters is an important and well-researched topic and far beyond
the scope of this paper. The parameter we chose in this problem was simply selected
by a very few trial and error experiments.

In our test problem, we will consider a 128 by 128 satellite image. We construct
a blurring matrix K that is block circulant with Toeplitz blocks as described in [16]
(specifically, K here is equivalent to Ã in that paper) and fold the first block column to
obtain A. The true image X is given in left of Figure 7.1. The blurred, noisy image
is created first by computing A ∗ �X , where �X = twist(X), then adding random
Gaussian noise with a noise level of 0.1 percent. The blurred noisy image is shown
in the middle of Figure 7.1. We set λ2 = 2 and find that after 42 iterations, the
minimum relative error between �X and the image estimate is obtained. The resulting
reconstruction is given in the rightmost subplot of Figure 7.1.

In this problem, since we did not have the exact solution to the normal equations,
we could not track ‖�ET ∗ (AT ∗A+D[d]) ∗ �E‖, where �E is the error between the exact

and computed solutions. However, assuming λ2 is a reasonable value, �E ≈ �X − �Xk,
where �Xk denotes the kth iterate, and plugging this estimate in for �E , the resulting
approximation to ‖�ET ∗ (AT ∗ A + D[d]) ∗ �E‖ is given in Figure 7.2. It is indeed
decreasing, and stagnates where we appear to have reached the optimal regularized
solution.

7.2. Projections and dimensionality reduction. In this experiment, we are
provided with a set of 128 gray scale training images of size 128 × 128. The images
are of 3 different objects being rotated through a single degree of freedom throughout
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Fig. 7.1. True image (left), blurred noisy image (middle), reconstruction after 42 iterations
our tensor CG algorithm on the regularized normal equations with λ2 = 2 (right).

Fig. 7.2. Estimate of the norm of the error as a function of iteration.

360◦ and were generated by ray-tracing high fidelity CAD models provided by [21].
We construct a normalized database of these images by first subtracting the mean
of all the images from each individual image and then concatenating them as lateral
slices into the tensor A, i.e., A = [�Y1, �Y2, . . . , �Yn], where �Yi represents the ith image
tensor.

In a real object classification (recognition and pose estimation) scenario, when

a new (normalized) image �Y becomes available, we are interested in recognizing the
object within the image as well as determining its orientation. The naive approach
to this problem would be to compare the new image �Y with each image in A to
classify the object. Unfortunately, due to the shear size of the image database, this
approach is computationally infeasible. Thus, the desire is to compress the database,
and one way to do this would be to truncate the t-SVD of A to provide the best
rank-k approximation [2, 10, 11]. The implication is that the first k lateral slices of U
contain enough information about A that the object of interest can be reconstructed
by computing the coefficients of the projection onto the range of those lateral slices. In
other words, because �Aj ≈ Uk(�Cj), where �Cj = UT

k ∗ �Aj and Uk is the tensor containing

the first k lateral slices of U , object classification can be carried out by comparing �Cj
with UT

k ∗ �Y. Furthermore, if the object is in the database and k is sufficiently large,

then �Y ≈
(
Uk ∗ UT

k

)
∗ �Y provides a rank-k reconstruction of �Y once the mean image

is added to �Y. This reconstruction can serve as an estimate to what dimension k is
required for accurate classification. Note that the tensor-tensor product Uk ∗UT

k is an
orthogonal projector as defined in section 5.

An alternate method for determining an appropriate dimension k required for
accurate object classification was defined for the matrix SVD in [5] and is referred
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Fig. 7.3. Reconstructions of certain poses of objects in the image database A. The leftmost
column shows the images to be reconstructed, the middle column shows images reconstructed using
the t-SVD, and the rightmost column shows images the reconstructed using the G-K bidiagonaliza-
tion. As is apparent from the figure, for k = 20, both the t-SVD as well as the Uk computed using
the G-K bidiagonalization are capable of reconstructing the original images quite well.

to as the energy recovery ratio. The energy recovery ratio was extended to tensors
in [14] and is computed as

(7.1) ρ(A,Uk) =
∑k

i=1‖si‖2F
‖A‖2F

,

where si is the ith singular tuple. Note that because the lateral slices of U are
orthonormal, the energy recovery ratio ρ ≤ 1 and achieves a maximum value when
k = n.

To illustrate the tensor Golub–Kahan (G-K) iterative bidiagonalization algorithm

described in section 6, a random input image �Y is chosen for each of the three objects
in the database. A rank k = 20 reconstruction is then performed using the capability
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Fig. 7.4. Energy recovery plots for the objects shown in Figure 7.3 (left: boat; right: cup)
comparing the energy recovered using the estimated left-singular matrices Uk computed via the G-K
bidiagonalization and the true left-singular matrices computed via the t-SVD. Note that the energy
recovered using the estimates is nearly identical to that computed using the t-SVD. A nearly identical
pattern is observed for the hose reel image.

of the left-singular matrices Uk as computed by the t-SVD as well as their estimates as
computed by the G-K bidiagonalization. The results of this experiment are illustrated
in Figure 7.3, where the leftmost images, the images are to be reconstructed, the
middle images illustrate the reconstruction using the t-SVD, and the rightmost images
illustrate the reconstruction using the G-K bidiagonalization. As is apparent from
the figure, for k = 20, both the t-SVD as well as the Uk computed using the G-K
bidiagonalization are capable of reconstructing the original image.

To compare the accuracy of the estimates of Uk computed using the G-K bidiag-
onalization to those computed using the t-SVD, the energy recovery ratio was used.
Figure 7.4 shows the results of this comparison for a dimension k = 20. As can be
seen from the figure, the energy recovered using the G-K generated estimates is al-
most exactly the same as that recovered using the t-SVD. Notice that divergence of
the two energy recovery plots occurs only near the last 4–5 dimensions (i.e., dimen-
sions 15–20). For analysis of this phenomenon for larger k, we need to consider that
convergence is not happening on each face of Â(i) at the same rate. The study of
convergence is left for future work.

8. Conclusions. The purpose of this paper was twofold. First, we set up the
necessary theoretical framework for tensor computation by delving further into the
insight explored in [1] in which the author considered tensors as operators on a set
of matrices. As our numerical examples illustrate, there are applications that benefit
from treating inherently two-dimensional objects (e.g., images) in their multidimen-
sional format. Thus, our second purpose was to demonstrate how one might build al-
gorithms around our new concepts and constructs to tackle practical problems. To this
end, we were able to extend familiar matrix algorithms (e.g., power, Krylov subspace
iteration) to tensors. Clearly, more work needs to be done to analyze the behavior of
such algorithms in finite precision arithmetic and to enhance their performance—for
instance, adding multiple shifts to power iteration. Also, monitoring the estimates of
the condition vector introduced here may help to explain when the problem could be
“projected” down to a problem of smaller dimension, as certain components may have
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already converged. We anticipate that further study will reveal additional applications
where the framework presented here will indeed prove valuable.

Appendix A. A new matrix norm. A nice consequence of the length definition
given in Definition 3.2 is that it in fact defines a valid matrix norm6 on X . To prove
this fact, we first need the following lemma.

Lemma A.1. For �U := twist(U), U ∈ Rm×n, we have

‖〈�U , �U〉‖F = ‖�UT ∗ �U‖F(A.1)

= ‖bcirc(�UT )unfold(�U)‖2
≤ ‖bcirc(�UT )‖2‖u‖2
≤ ‖bcirc(�U)‖2‖u‖2,

where u = unfold(�U) ∈ Rmn, which implies

(A.2)
‖〈�U , �U〉‖F
‖u‖2

≤ ‖bcirc(�U)‖2.

Theorem A.2. Let X ∈ Rm×n. Define ‖X‖d = ‖ �X‖, where the right-hand side
is as defined above. Then ‖X‖d is a valid matrix norm on Rm×n.

Proof. The fact that ‖X‖d ≥ 0 and ‖X‖d = 0 iffX = 0 follows from the definition.

Also, if c ∈ R, cX ≡ �X ∗c, where c has c on the first face and zeros on the other faces.
Thus, it’s easy to see that the denominator ‖ �X ∗ c‖F = |c|‖ �X‖F . In the numerator,

〈 �X ∗ c, �X ∗ c〉 = (cT ∗ c) ∗ 〈 �X , �X〉, which means that every element of the tubal scalar

〈 �X , �X〉 is multiplied by c2, and so ‖〈 �X ∗ c, �X ∗ c〉‖F = c2‖〈 �X , �X〉‖F . It follows that
‖cX‖d = |c|‖X‖d.

The real work is in establishing the triangle inequality. Observe that

‖X + Y ‖d =
〈 �X + �Y , �X + �Y〉‖F

‖x+ y‖2
≤ ‖bcirc( �X + �Y)‖2,

where the latter inequality follows from (A.2) in the lemma and x = unfold( �X ), y =

unfold(�Y). But

‖bcirc( �X + �Y)‖2 ≤ ‖bcirc( �X )‖2 + ‖bcirc(�Y)‖2

by the triangle inequality on the matrix 2-norm. However,

‖bcirc( �X )‖2 + ‖bcirc(�Y)‖2 ≤
‖bcirc( �X )x‖2

‖x‖2
+
‖bcirc(�Y)y‖2

‖y‖2
follows from the definition of the matrix 2-norm as an induced matrix norm. Since
the first term on the right-hand side above, by the lemma, is ‖ �X‖ and the second is

‖�Y‖, the proof is complete.

Appendix B. Discussion of angles between elements of Km
n . In the next

two examples, we show why it is important to keep track of an entire tuple of angles.
Example B.1. Let X = [ 0 1

0 0 ], Y = [ 1 0
0 0 ]. Then

cos(θ)(1) = 0, cos(θ)(2) = 1.

6Thanks to Christino Tamon for suggesting we try to prove this.
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Example B.2. Let X = [ 0 1
0 0 ], Y = [ 0 0

1 0 ]. Then

cos(θ)(1) = 0, cos(θ)(2) = 0.

If we let A(:, 1, :) = X ;A(:, 2, :) = Y , then in the first case, the tensor A is not
invertible (and thus certainly not orthogonal), while in the second, the tensor A so
formed is orthogonal. This might seem odd, since in both examples vec(X) ⊥ vec(Y ).
The difference is that, in vectorizing, we would remove the inherent multidimensional
nature of the objects. As we will see, it is possible to construct any 2× 2 matrix from
an appropriate combination of the X and Y in the second example, but it is not be
possible to construct any 2 × 2 matrix from the same type of combination using X
and Y in the first example.

The entries in the tubal angle are a measure of how close to the Zj−1-conjugate
each of the rows ofX,Y are to each other. Using the definition of ∗, X = squeeze( �X ),
and using xj to denote a column of X (with similar definitions for Y and yj),

〈 �X , �Y〉(j) =
m∑
i=1

xT
i Z

j−1yi =

m∑
i=1

(xT
i F

H
n )(FnZ

j−1FH
n )(Fnyi) =

m∑
i=1

conj(x̂i)
T Ẑj−1ŷi,

where Z is the upshift matrix, and Ẑj−1 = FnZ
j−1FH

n is a diagonal matrix with
powers of roots of unity on the diagonal, since Z is circulant.

In particular, ifX,Y are such that their respective rows are all pairwise orthogonal
to each other, 〈 �X , �Y〉(1) = 0 = 〈�Y, �X〉(1), as in these two examples. However, in the
first example, xT

1 Zy1 = 1;xT
2 Zy2 = 0, whereas xT

1 Zy1 = 0 = xT
2 Zy2 in the second

example.
Thus, to truly have a consistency in the definition of a pair of orthogonal elements

of Km
n , we need all the angles to be π/2. That is, an orthogonal set in Km

n should
be characterized by the fact that they have the highest degree of rowwise conjugacies
possible, which implicitly accounts for our being able to describe any element of Km

n

with only m elements using the notion of a t-linear combination.
Note the following:
• For each element of the orthonormal set, ‖�Ui‖ = 1.

• If �Ui and �Uj are orthogonal, θ(j) = π/2, j = 1, . . . , n.

• In general, some of the angles will be nonzero, even if �X = �Y, which is
in contrast to standard linear algebra, when we expect that if v ∈ Rn is a
nonzero vector, the angle between v and itself is zero. However, if �X = �Y,
the first entry in the tubal angle will be zero. This is due to the fact that the
first component of the tubal angle is the angle between vec(X) and vec(Y ).

In particular, if 〈 �X , �X〉 = αe1, the first angle is zero, while the rest are π/2.
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[26] M. Rezghi and L. Eldèn, Diagonalization of tensors with circulant structure, Linear Algebra

Appl., 435 (2011), pp. 422–447
[27] B. Savas and L. Eldén, Krylov Subspace Methods for Tensor Computations, Tech. Report

LITH-MAT-R-2009-02-SE, Department of Mathematics, Linköpings Universitet, 2009.
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