
lating Resides ④

Recall if analytic in a ubhd of zo =>

·Taylor Ses : f(z) = ECn(z -Zo
G

n = 0

1

C
m

=

2 zont
du =f

Converges in Br(Ed)=3Z + K : 0 = /z-Eol < R3 C
where

-

R = distance from z=zo to nearest singularity in
f.

verges uniformly on every compact subset of By(20)..
L M

ent Series : f(z) =E Ed
+ Ef(z -z0)

⑳ n R

k= 0

same formula but

applies to n < 0
,

c= N
zont
de ( ↑R ( but f()(0)

Everges in the largest annulus

Br
,m

(20) =&E +D : U < /z-ZolR
in which f is analytic .

verges uniformly on every compact subset of B (20).
T
,
R



· Residue Theorem : If I has point singularities
at z...., En >

then

f (t)dz = f(z)dz = 2π: R(f , Ei)

ke12 ;
e

R(f
,
zi) = c in the Larent

·

in the e- I 2z

expansion of
at Z-zi

.

is
--

⑳ Note : Our Theory tells us that Br(20)
f has a Laurent expansion in

·

zETo
the annulus Brig(z) outside the

smallest ball Brlzo) which
contains all the

&

singularities of f
,
and 6 f(zdz = 2πiC

- 1

e

for C
,

in this expansion But we
have no

°

-1

way to compute C
-
in this expansion &

· We now discuss ways to
calculate C

,
at isolated

singularities of meromorphic
fractions-

the case every glanity is a ple ,

i
.

e,
-

-

isolated singu larity of finite negative order.-----



↳ Calculating residues at poles : ⑤

· simple pole : 2. a simple pole off if

f(z) = zt* + Cn(z- Zo), C
q

=0 e e
k

ThmO I has a simple pole at z = zo iff
--
-

lim f(z) (z -20) = L#0
z-Zo

in which caseL = C-1

All you have
to check is lim f(z)(z - z0) = 1 exists

z->Zy

& You have a simple pole with L
= C .

Fe
·

thenlim[f(z)(z-zo) = (im f(z)(z -z0)(z -Z => L: 0 = 0
.

ze m

↳ .

-+
Simple poles are easy,

Ex : f(z)=* has a simple pole at z = zo if

q(z)

q(z) analytic in a nuhd
of E = Zo

,
G(z0) #0, and

q is a polynomial with simple
roof at z = to.



· f has a pole of order n at z = zo iff ③

f(z) =x on+On gn- N 0 0 0 +& +Cp(z-Ze

Mm I has a pole of order no at z = zo iff

him f(z) (z -zo) = L 10.
·
Then L = Cn and

z-Zo
Br

m- H

lim f(z) /z-E0) = lim f(z)(z - Z0)"(z-Z0) =0 * M > K
.

z-> z->Z
,
see u

·

C
-n

↓ ol
Note : If lim f(z)(z -zoY = 0 for n = no >0 , then

z->Eg

it holds for all n >n ,

andI must have a pole

of order<no atZo.

Note : Thms&& are clearly true from 1-series,
-

but L-series may not
look at all like the given

expression forf . Interestingly , you only need the s exist
,

L-series exists
,
but never need calculate it. O

&

Ex : f(z)=* has a pole of order n at z =z
,
if gis

--
-- q(z)

onalytic , q a polynomial with
n'th order root at

z = Zo
,
and &(20) # 0

.



Q : What is the easiest way to calculate ④

C
-,
at a pole of order n ?

· Hard Way:

-

① Find C = /im f(z)(z-Z0)
z->Eg

C
-nSubtract
EdH

to make g() = f(z)-
② Find C-in- = limit q(z) (z -Z

f

Subtract +(n-
to make q(z) = Gi e ->Anti

· (n -1) - times
O

⑭ Find C
_,

= limit On ,

(z) (z-

That this works is immediate when you formally
express the L-series

for f
,
and perform

the above operation-



·Eerwy : Multiply f(z) by power
⑤

N

(2-zo) so that f(z)(z-z0)"becomes a

power zeries of positive powers of (E-Zo) .

Then differentiate - times 6 set z = to to

isolate C- .

E. e
., assuming limf(z) (z-Zo" = Co,

so f has a pole of order n
,
the L-series is

f(z)=, n+On gn-
to e& Cp(z-Z

e

k+ N

f(z) (z-zo) = C
-m
+ C-n+(2

-Zo)+... C
_
)-zt Cm (z -Ed

memm k= 8

n- derivatives vanish n- derivative
will Isolate this term

dis [f(z)(z -z0P] =dat , [C ,
(z-Zo"+ ca/E-Zo

s

e
k = 0

= (n -1) ! C-,
O

o Cp(z-Ziis
This vanishes when you

Thus- seT z = Zo

- =

( " , [f(z)(z - z0)"])z
= z

.

=

s im z Ann [f(z) (z-Z0)



⑥

Thm IfI has a pole of order n = 1 at z=z
,
then

C
-,

= /im G(n
-

(z) &
- 1

[20 = R If e- E
z->z0 (1-1) !

where

g(z) = f(z) (z -z0)".

Example D : Evaluate : I = GodXT2
sl : By even symmetry ,

I = dX (x
Let

-f(z)=,E 2 = (E +32yE -zil21z zis2
+ 4)

f has simple poles : z = Bi

double poles : z =2

-

R(f
, 3) = /im ,f(z) (z

-32)↳Bezi)(Bitzi)
=-

50i



To find the residue at z = 22 write ⑦

z2
g(z) = (z -zi) f(z)= 9)(z +2i)

R(f ,
zi) = g' (22)

-9)(22+zi)(4) - (2i)[5(2)(42)+(42)(4i)]
↓ 52(42)2
Calc

↓
13 :

I -- -

2.00

Let

Cr = the upper circle of radius R ,

center z =0,

·
ER ,M

= closed interval [-R , R] =Ex :-R=**R3 <I

so C = Cr + C2RM] is a SCC containing
7

singularities z = 22
,
3: :

Y
M

L
·3 i

· 2 :din↳ > > Y

- R
e(- R

,
R]

R



Thus the Residueihm 1 ⑧

implies · Cr=
of f(z)dz = IMiER(t,zi) + R(f

,3i)3
-R

= >

R
>

*

Cr+ CER
,R]

e(- R
,
R]

= 2π[ (-50. - 12) = , 00L
But Calc

of(z)dz = ff(z)dz + 9
*

f(X)

2+ CS R
,
R

- R
-re
me

I lim I f(x)dx
We show

lim = 0 SaR->00 R-> &

Estimate :

(F(z)dz/ < S(f(z)I(dz) Y/Cr eM = Max/f(z))
Cr

I 12+ 412
1 f(z)) = / zr4724

R2
Max(f(z)) (R(R- 4)2=)(1-2)
Er R > 9

lal-1b)/ la+bl = (a/+b)

* R

fortcpto



Thus : ⑲

/F(z)dz/E
TR M =T

Conclude :

R O

* f( Cdx
, = (f(z)dz +(f)(dx - Sa *R->N

u

No ↳
I

↑ 2I

same
Er Po

- R
&

value for

-every R < 0 D
x dx

II
So xi=
The general case is developed in the next problem :

⑭ Let P(z)
,
F(z) be polynomials

such that

deg(P). +2 = dep (f)
,
and assume P(x)

,
&(*) are real.

Show : [Pdx = 2Mi & RIP ) ER) , assuminga
k= 1

ziznarethe rootsof enclosedby&FERTe
is

S
z)P dz = 0

.

Hint : Argue thatlim SeqzR->&



⑩
Eros of Analyticactions :

Many of the functions we apply
the Residue

Theorem to look like

f(z)=
h(z)

where g and h are analytic .

In this case

the singularities in f are the zeros of
h.

If h is a polynomial of degree n , then

I has singularities only at
the roofs

of h
,
and hence all singularities of f

⑩

are sated, and there are only a
finite

number of singularities inside any
se

.

It turns out this conclusion
holds for any

analytic function h(z).



⑭

1m(z) ("zeros of an Analytic Function Theorem") The

zeros of a non-constant analytic function
h(z)

are ays stated. and the singularities
in

(

f(z) = n+) are always poles of finite
order.

-

Holds for anyf analytic in an open set D
& G.

This is true fundamentally because analytic functions-

&I always admit a Taylor Series expansion - proof below.(
Theorem (2) tells us that from the point of

&

view of the Residue Thm ,
ratios of analytic

functions "look like" polynomials.

Cor D If g ,
h are analytic inside and

-

in a nbhd of a se ,
and h non-constant,

then f(z)= has only a finite number
h(z)

of isolated singularities inside C
,
and all

of them are poles of Ate
order ; I . C ·f(z)

= &
-

is always meromorphic inside e.
. (Proof below)

--



⑫

Conclude: Essential sanities in whichC
-

for arbitrarily large n, never ear in
the f

ratio of analytic functions &
The following generalizes c= constant

⑰ Assume f(z) ,
q(z) are entire functions /2

r->X freide <
#

&
such that f(x)

,
q(x) are real,

and1im -

r2
-

Then dx =2π R(f)Zn assuming
R= /

=.... In are the roots ofq enclosed by-= Cp+ [C-R ,R]

for R sufficiently large ,
and g(x10 for XER.

Core : If two analytic functions f(z) 8g(z)
-

-

agree on a convergent sequence
of points E . Ea ,

Es ..

St
.
En->E then f(z) = g(z) for all zel .

I .e,
if f

, y analytic in Popen" Dc En ,
E <D

,
then f =ginD)

In particular ,
this is a property of all real valued

functions which extend to complex analytic
functions,

including real polynomials , together
with all real

M

valued functions which are expandable in power seriesof



⑬
· Roof of Theorem (2) : Assume g(z) is

--

analytic , non-constant , and g(zd)
= 0. Since

g analytic , a can be expanded in
T-series

about z = zo
> 9(z)

=* 01(z-Zo ·

Since

k

9(z0) =0
, Setting z =z => 4. =

0.
But g

non-constant= there exists smallest n <ost

An Fo. Factoring out an(z-zo)" gives
-

g(z) = an(t - z .
) [l + 0 (z- 20) +

& (z-20)+ 00 : 3
mmm An

A
n /

②mmmmmm
isolated zero & I = Zo

h(z) > 0 analytic in ubhd of z = zo

Now h(z0) = 1
,
so ntz analytic in anbhd of z

=z
,

so ntz) = **m(z-Z0) > htz = 1 = G = 1
.

k=0

This
The Laurent exp.

gt=) Fm(z- ↳
of Y9(z) about z =toK

k= 0me-I

T-series for h(z)
in nbhd z = Zo

th : /im
= z

5 Tz)'(z-Z0) " =S = C
,
70 = gz

has pole order n at to.



· Prof of Cor : Assume q ,

h are analytic functions

inside and in abhd of a sc C ,
heconst

.
Let

D = 2z : z inside 23 so Dopen , and Due
= D

.

&

Since I is closed folded ,D
is part.

Now if h(z) = 0 for only a finite of EmED,

k = 1
...
then -/ has a finite of poles inside e .En

r

Assume then
,

for contradiction ,
that =x

s

sequence 3zr3st h(tn)
= 0
,
and En inside ,

SO
·
En+D .

Since I is compact , there exists

a convergent subsequence Enn-> E-D .

But h

is analytic in an open abhd of => 4 cont,
so lim h(zn) = h(z) =0. Thus E is a non-
z-
k

isolated zero of h in an open set where
his

analytic so Theorem (2).=> h= const *
contradiction.

ThUS

there are only a finite number of zeros
of h

S

· in / insideand hence singularities



⑮

· Prof of CrQ : Assumef andg are analytic

in some open
set D = C , and f(zn)

= q(zn) for

&D,
En-> E ED .

Then 7-9 is analytic in D

and (f-g)(zn) = 0
- (f - 9) (E) = 0. But ThMLE)

says that a non-zero analytic function

can only have Isolated zeroes in D
,

and EID is not isolated from other zeroes

EntD
.

because En-> E .

I. e., every abhd
C

of E contains elements of 3En3 .

Thus Thm z
-

implies (f-g) =0 in D, and hence

f(z) = q(z) V z ED .

This means f and q agree everywhere
in D,

as claimed.W
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⑳ Example0 : Consider Real integrals of type ④
--
-

*F(sint, coSA)& (Ex2)

where

F(SinA
,
COSA)
= ind,rosD

where P(x ,1) and q(x,b) are polynomials .

The idea for evaluating integrals of type
(EX2) is to view (Exz) as the parameterization
of a complex line integral over e

unit circle,

i · iD
d = i z d 0 1 & = 24.

Ee
.,
let z= jdz = 22 I

it
- G = COS & =

zz
Then sino-T =* *22[

So (EX2) is the parameterization of the
complex line integral around unit circle
zTY

S
.

F,
COSA)de= i) Fiz e e.↳

I/

Co
c

db = - iz dZ
= f(z)dz

f(z)

Co &
is ...
In the

z
·

zz

=
2π2R(f , 2m) singularities

· Ze of f inside Cok= 1



EX Evaluate I : C
*

a sine
⑮

So : - do =-Edz and sind :*- =

So sing= = z(2z" +52-

=>Thus : IS**E =Sis(z+filC 22+51z -
Co

Thus I = INTR (f ,
-22). We compute :

·

R (f
,

- = =) = lim f(z)(z +zi)
z->t

-

- 2 =
-

-

clude : I = 2πy/



· ample Improper integrals involving sin b cos:

Evaluate :

I : 90 osxdX = !Oly:i
Rem : If you naively try our trick ofY
replacing x with z integrateI

around C = Cp + CGRR] and takeZene>
limit R -> 0

, you
see quickly

Sf(z)dz does NOT fend to zero as R->0 ·

er
·jizi+ ! i

e

Fe., COSE
=

2 2

and e-> on Cr as R ->0 &

BetterI : note that cosx
= Beix3

.

Real Part

Thus I : RegO end,e
Now extend to complex values by defining

·z

f(z)=+



Thus we try our trick with
Y ⑲

· eRemfor the complex e.- R

and

the real part at the end,

The trick requires Je dz -> O
.

R->O

CR
-YeixC

Now f(z)"(i) ,
and Cp is in upper

half

plane yo so on CR

If (z)) = /leix 1 <At t
Thus

->O

16f(z)dz) I /Cal M = MRT R
M =
Max (f(z) /
zECR



20

Now we can use our basic method :

①

f(z)dz =2 iRes(f
,
i) = 6 - (z)

dz
+Sf(z

mmmen2+ [ [- R
,M mea O

(R->

Thus;
- R

2πiRes(t , i) =lim [Sf(zCdE= -
-li I dx = Seta

-R

Res(f
>
i) =/im f(z) (z - i) =im ziti)

giog
-- =

it i

2π[R(t
,
i) =
2πi(i) e

drdy :

I =+10 s, dx = Re)Ox, dx)=Re


