
skip some④Topology of theComplex e : ( proofs! ↓
Defn the "topology" of DorR is the collection
-

:

of on sets of points
in 1 "The subject of

topology is the characterization
of convergence--

in terms of the open
sets.

· Turns out-many notions related
to convergence are

better conceptualized when expressed in terms-

of open sets. The
most important concept is

tness :compac-
· The central problem of

mathematical analysis
is determing when an approximation scheme
is actually converging - i

.

e., is it really
-

appoximating what it is supposed to

approximate ? For example, computers can

only generate approximations to
solutions

of equations , so how
do you

determine

the numerics is correct ? The basic stategy
of math analysis to prove the approximation

↓ set obtain a
&

sequence lies in a compa- S
--

convergent subsequence , and prove
its it is an

M

exact solution
--









· Given a subset =C
,
the boundary of E,

denoted2E
,
is the set of points ze4 such

that every ubhd of z
contains both points

in E and in E'. (IntE = &E +EstBa(z) = E some & >03)
·Def : E o -

JEter Va % zxEzED

ZicE
_
E Bc(t with Z , tE E & E (it . E2 - EY) .I

y
s E

Dz(Bg(z)EscPre: "E in boundary of " I . za
->

*

TurnsOut: closed sets , defined as complements of open
>

sets
,
are precisely the sets which contain their

boundarg
Thm8 : ECC is closed iff ZE = E

Rf:= "closure of E" = EUGE

ThQ : E is closed , and
= E
.

-

Cor : E is closed iff E is closed under limits--...

-

- by which we mean that any point which
is the

limit of a sequence in E , is also in E.









· The main problem of analysis is the problem ④

of ensuring that approximation schemes are
valid. This is the fundamental problem of

computing - how do you know your
numerical

approximation is really approximating what you&

Basic Problem - if you are approximating ↑

want?

a function by a sequence
of approximating

functions fr f, when can you
infer

continuity of limitf from continuity
of the

approximatingf ? Ans-need
uniform limits o

Im (Big) : If fa are
continuous and

-

fu-> f uniformly on E , then is continuous.

D : fa-f vormly on E (anyE

if 370 I N20 st n
>N T(fn(z)

- f(z)) < &

VzEE
"You can make fn(z) uniformly close to f(z) for
all zeE by going sufficiently far out in your
approximation sequence f





· Now create a Riemann Sum as follows : ⑭

choose N large and define Wt
= ba with
N

t = a + kΔt
,
t = a , t = b

k
En =B

zn = z(Em) ; Emt(tm-1tr) t

ZA
-

· b = tT
Za &

oth
Ni

-
- /

tz
Picture : ·

· ↑-

z

..
tZo A·
·

a = to

(HW) Prove 142m) = /Zm-Zm-) tends
to zero

uniformly as N-> 8 ·

I. e., VE > 0 FNs0st

N > => 10Zm( < E V R = 0, ... N .

If z'(t) is also continuous
it follows that
S

18zn) = /z'(Em) - Z' (Fmil) -> 0 uniformly as N ->↑

· We now use the theory of uniform
as well ?

convergence to prove that
when f : Q-> &

is continuous
,

and C is a C-curve in the

sense that z(t) , z'(t) both cont,
then the line

integral Seftzldz is a unique limit of Riemann Sums.



(HW) thm (A) : If f : D- & is continuous
3
⑫

and a curre e is 'in the sense
that

both z(t) & Z'CH) are continuous for a til,

z(a) = A ,
z(b) = b ,

then

Sf(z)dz = 9 "f(z(t)) z'Ctdt = lim & f(zm) Emot
N->Dk= 1

Le free
me

This is Riemanu
-show this is equir to Sum with Em=Z(tr),

SE. Fds +if5 z = (EM) andEme&kOt =b
is unique independent of how we choose

Eme(tr-te] (Assume one limit exists , of. Nathic7B)
·

Note : By the same argument we needn't choose

tr to be equally spaced , In
= Rut

,
ot= A,

we could take any a =to ...... t
= b

so long as Max Itn-tml EllOt-> 0.
k = 1 N ->D

In this case we can take zm = z(En) ,En=Z'(End

for any Ent> (tm-stm] ·





⑭

It suffices to show that V <xo JN >Ost

NIN => IRN - Ral 5. This implies Rn
-> Ro

implesas well. see argument at end)For
this

,
write

N

R=0-Riltofnzot-Flemi(the
< /f) zn) Er - f (z) (2) Ot
ko

Now the function F(t) = f(z(t) z'CH) is cont on

the compact interval [a ,b] , so byThm
F is uniformly continuous. Thus , Vaxo Fo

st if 10tk 8
,
then (F(FR) - F(E) < E .

M

· .
Or We (aU

make it <
al

if we like ...
and we do like






