
Differentially Private Synthetic Data Generation Of Data Collected Over Time

By

Girish Kumar
DISSERTATION

Submitted in partial satisfaction of the requirements for the degree of

DOCTOR OF PHILOSOPHY

in

APPLIED MATHEMATICS

in the

OFFICE OF GRADUATE STUDIES

of the

UNIVERSITY OF CALIFORNIA

DAVIS

Approved:

Thomas Strohmer, Chair

Naoki Saito

Chen-Nee Chuah

Committee in Charge

2024

i



© Girish Kumar, 2024. All rights reserved.



To my mother and my wife.

ii



Contents

Abstract v

Acknowledgments vi

Chapter 1. Introduction 1

1.1. The abundance and scarcity of data 1

1.2. Problem scope and prior work 2

1.3. Contributions 8

Chapter 2. Background on Differential Privacy 10

2.1. A rigorous definition of privacy 10

2.2. How to achieve differential privacy? 12

2.3. Privacy of Streaming Algorithms 17

2.4. Counters 21

2.5. Other variants 23

Chapter 3. Differentially Private Synthetic Spatial Stream 26

3.1. Motivation and problem setup 26

3.2. A macroscopic overview of our method: PHDStream 26

3.3. Privacy of PHDStream 30

3.4. Optimizing the algorithm 33

3.5. Counters and selective counting 36

3.6. Experiments and results 39

3.7. Synthetic data scatter plots 52

Chapter 4. Differentially Private Synthetic Tabular Stream 55

4.1. Motivation 55

4.2. Problem setup 55

iii



4.3. Offline tabular synthetic dataset generation 57

4.4. Baseline: Streaming MWEM 60

4.5. Main Algorithm 65

4.6. Accuracy analysis 67

4.7. Experiments and results 70

4.8. A new (unbounded) Block counter 80

Chapter 5. Differentially Private Synthetic Trajectories 85

5.1. Introduction and motivation 85

5.2. Problem setup 85

5.3. Preliminaries and some related works 86

5.4. Limitations and our contribution 94

5.5. Proposed Method 96

5.6. Experiments and results 106

Chapter 6. Conclusion and Future Work 112

6.1. Summary 112

6.2. Open directions 113

Bibliography 114

iv



Abstract

Differential privacy has seen a lot of growth in the last decade and has been accepted as a rigorous

definition of privacy. A key use case of differential privacy is to generate synthetic data that can

be released to the public without concerns about revealing sensitive information. Much of the

research in differential privacy has focused on offline applications with the assumption that all

data is available at once. When these algorithms are applied in practice to streams where data is

collected over time, this either violates the privacy guarantees or results in poor utility.

In this dissertation, we propose three methods that target the task of generating differentially

private synthetic data for three different use cases. In Chapters 3 and 4 we look at streams

in spatial and tabular spaces but with the assumption that the number of contributions by any

particular user is limited. In Chapter 5 we consider the task of generating trajectories that preserve

the correlation between points submitted by a user without restricting the number of contributions

they make. We show that these proposed methods perform better than existing baselines and have

the potential to be adopted for real-world datasets.
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CHAPTER 1

Introduction

1.1. The abundance and scarcity of data

Artificial Intelligence (AI) based algorithms have become ubiquitous in today’s world. Many cor-

porate and research organizations rely on the availability of sufficient high-quality data to create

such algorithms. Indeed with the integration of the internet in almost every aspect of our life, there

is an abundance of data being captured from each individual in the digital world. However much

of this data cannot simply be shared publicly for research and development purposes as that will

likely violate the privacy of individuals.

De-identification techniques that simply remove Personal Identifiable Information (PII) have been

shown to be insufficient in protecting the privacy of individuals [21, 26, 30, 39, 42, 60]. Even

aggregated data has been shown to be susceptible to adversarial attacks [25, 76]. A prominent

technique in some of these adversarial attacks is cross-referencing with other publicly available

information. More sophisticated techniques such as k-annonimity, which have been used widely in

the past [55,65], have also been proven to be prone to such attacks [15].

Differential Privacy [22] has emerged as a strong and rigorous method of guaranteeing the privacy of

individuals. Not only do we have a mathematically proven guarantee but any post-processing on the

output, such as cross-referencing with other datasets, does not violate the privacy guarantees. Thus

differential privacy has been used by many notable institutions such as US Census [4], Google [27],

and Apple [68]. Differential Privacy has seen a lot of research across multiple applications such as

statistical query answering [56], regression [63], clustering [61], and large-scale deep learning [3].

A promising idea to overcome these constraints on data sharing is to create privacy-preserving

synthetic data. This research focuses on providing algorithms that can generate synthetic data.

The synthetic data produced should have similar properties as the true data for it to be useful.

It must also protect the privacy of the individuals who contributed to the true data. Differential
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privacy has been used for such synthetic data generation across various data domains such as

tabular microdata [36,44,57,67,78], natural language [52,77], and images [69,75].

Differential privacy is parameterized by a constant ε which is known as the privacy budget. Com-

pared to another differentially private algorithm, a better algorithm uses less privacy budget and yet

generates synthetic data with similar utility. We discuss differential privacy formally in Section 2.1.

Intuitively, it offers robustness in the output distribution against a change caused by removing a

user’s contribution. This robustness implies that the output of a differentially private algorithm

does not depend too much on data from any particular user, which in turn implies privacy. To

achieve this robustness, the algorithm spends some of the privacy budget ε and typically adds white

noise to mask the change that may occur by removing a user’s data. This change is referred to as

the sensitivity of the algorithm.

1.2. Problem scope and prior work

1.2.1. Data collected over time. In this dissertation, we are interested in generating syn-

thetic data when the true data has a time dimension. Some examples of such datasets are hos-

pitalization, recovery, and release records of patients; a dataset captured in a multi-year study to

understand the effect of a public policy over time; and GPS trajectories for taxis in a city. As

compared to datasets which do not have a time dimension, there are several key challenges here,

(1) Change in data distribution over time: Since the data has a time dimension, the underlying

distribution of the private data may change significantly over time. To some extent, this

problem can be solved by considering the time when the data was recorded as simply

another attribute of the dataset. However other challenges as we mention below will

persist.

(2) Correlation between data contributions by a user over time: In most algorithms in dif-

ferential privacy, there is an assumption that a user can contribute only one data point.

Even when the user is allowed to contribute more than one point, those contributions are

considered independent of one another. These assumptions are invalid for certain datasets

such as a collection of GPS trajectories. A user may start from a certain origin and move

along a pre-defined path to reach a certain destination. In this case, the points within the

trajectory are certainly correlated.
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(3) Large sensitivity: The amount of noise required to provide robustness against a change of

point is typically a function of the sensitivity of the algorithm. In datasets collected over

time, removing a point at some time will likely affect measurements on the datasets at all

future times as well. Thus resulting in a large sensitivity that scales with time, which in

turn would require a large noise to be added to achieve differential privacy.

(4) Building a streaming algorithm: Since the dataset can be collected over a large time

horizon, the curator may wish to release the synthetic data as the true data is being

collected. This requires streaming algorithms for synthetic data generation which, as we

will discuss in Section 1.2.2, are very different from one-time release algorithms.

In this dissertation, we will provide algorithms for both one-time release and streaming release of

synthetic data with time dimension. Due to the challenges mentioned above, it is difficult to give

an algorithm that is practical and can work without any constraints on the data model. Hence, we

first look at the streaming release of privacy-preserving synthetic data for low and high dimensional

data in Chapters 3 and 4 respectively. In these works, we assume that the number of times a user

can contribute to the stream is limited.

It is particularly challenging to construct an algorithm that does not require limiting the number

of user contributions over time. We look at one such case in Chapter 5 with constraints that we

consider low-dimensional data and one-time release. Note that, with these constraints, the dataset

can be regarded as a collection of spatial trajectories. To develop a streaming algorithm for high-

dimensional data, with unlimited contributions by a user over time, remains an open problem. We

discuss more about this in Chapter 6.

1.2.2. One-time release vs streaming algorithms. Despite a vast body of research, the

majority of developments in differential privacy have been restricted to a one-time collection or

release of information. In many practical applications, the techniques are required to be applied

either on an event basis or a regular interval. Many industry applications of differential privacy

simply re-run the algorithm on all data collected so far, thus making the naive (and usually,

incorrect) assumption that future data contributions by users are completely independent of the

past. This either violates the privacy guarantee completely or results in a very superficial guarantee

of privacy [66].
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Differential privacy can also be used for streaming data allowing the privacy-preserving release of

information in an online manner with a guarantee that spans over the entire time horizon [23].

However, most existing algorithms using this concept such as [12, 19, 23, 45] are limited to the

release of a statistic after observing a stream of one-dimensional input (typically a bit stream) and

have not been explored for tasks such as synthetic data generation. Similar to these researches,

we use a notion of differential privacy that accepts a stream as input and guarantees privacy over

the entire time horizon, sometimes referred to as Continual differential privacy. In the differential

privacy literature, one-time and streaming algorithms are also referred to as offline and online

algorithms respectively.

Early works such as [23] and [12] explores the release of bit count over an infinite stream of bits

and introduce various effective algorithms, including the Binary Tree mechanism. We refer to these

mechanisms here as Counters and use them as a subroutine of our algorithm. In [24], the authors

build upon the work in [23] and use the Binary Tree mechanism together with an online partitioning

algorithm to answer range queries. However, the problem considered is answering queries on offline

datasets. In [13,71] authors further build upon the task of privately releasing a stream of bits or

integers under user and event-level privacy. A recent work [40] addresses deletion when observing

a stream under differential privacy. They approach the problem of releasing a count of distinct

elements in a stream. Since these works approach the task of counting a stream of one-dimensional

data, they are different from our use case of multi-dimensional density estimation and synthetic

data generation. The Binary Tree Mechanism has also been used in other problems such as online

convex learning [32] and deep learning [46], under the name tree-based aggregation trick. Many

works with streaming input have also explored the use of local differential privacy for the collection

and release of time series data such as telemetry [19,45].

To the best of our knowledge two very recent works [10] and [38] are the only others to approach

the task of releasing a synthetic stream with differential privacy. However [10] approach a specific

problem where the universe consists of a fixed set of users, each contributing to the dataset at all

times. Moreover, a user’s contribution is limited to one bit at a time, and the generated synthetic

data is derived to answer a fixed set of queries. In contrast, we will allow multi-dimensional

continuous value input from an arbitrary number of users and demonstrate the utility over randomly

generated queries. The authors in [38] on the other hand provide an algorithm with theoretical
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guarantees but do not provide any experimental evaluations of the algorithm. They use an algorithm

based on the hierarchical decomposition of the space, and as we will discuss in detail in Section 1,

such algorithms do not scale well in practice for high-dimensional data.

1.2.3. Low-dimensional streams (Chapter 3). A key example of a low-dimensional dataset

is the collection of spatial (latitude and longitude) coordinates. Many data-driven applications re-

quire frequent access to the user’s location to offer their services more efficiently. These are often

called Location Based Services (LBS). Examples of LBS include queries for nearby businesses [7],

calling for taxi pickup [50,80], and local weather information [74].

Much of location data contains sensitive information about a user in itself or when cross-referenced

with additional information. Several studies [42] have shown that publishing location data is

susceptible to revealing sensitive details about the user and simply de-identification [21] or aggre-

gation [76] is not sufficient. Thus, privacy concerns limit the usage and distribution of sensitive

user data.

Differential privacy has also been explored extensively for various use cases concerning spatial

datasets such as answering range queries [79], collecting user location data [48], and collecting user

trajectories [51]. The methods can be broadly classified into two categories based on whether or

not the curator is a trusted entity. If the curator is not-trusted, more strict privacy guarantees

such as Local Differential Privacy (LDP) and Geo-Indistinguishability are used and action is taken

at the user level before the data reaches the server. We focus on the case where data is stored in

a trusted server and the curator has access to the true data of all users. This setup is more suited

for publishing privacy-preserving microdata and aggregate statistics.

In particular for synthetic spatial microdata generation, a popular approach is to learn the density

of true data as a histogram over a Private Spatial Decomposition (PSD) of the data domain and

sample from this histogram [28,47,62,79]. Our work also uses this approach and builds upon the

method PrivTree [79] which is a very effective algorithm for generating PSD. We refer the reader

to [48] for a survey of some other related methods. We are however interested in releasing synthetic

spatial streams and these offline algorithms assume we have access to the entire dataset at once so

they do not apply directly to our streaming use case.
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1.2.4. High-dimensional streams (Chapter 4). Let us first talk about offline algorithms

for high-dimensional datasets. An example of a high-dimensional dataset is demographic data for

the census. Such a dataset is also sometimes termed asmicrodata. Hierarchical decomposition based

algorithms that are generally used for low-dimensional data do not scale well in high-dimensions. A

popular approach in the high-dimensional setting is to create a synthetic dataset that agrees with

the true private data on some low-dimensional statistics. Typically these low-dimensional statistics

are marginal queries.

A marginal query counts the number of instances in the dataset where a subset of columns takes a

given combination of values. For example, suppose we have a census-like dataset where some of the

demographics are age, marital status, and income. An example marginal query on these columns

is - how many individuals in the dataset are age 30, never married, and have income more than

$100, 000 per annum. Given a set of such queries, a good synthetic dataset is one on which the

result of these queries is close to the true values in some pre-defined measure. Algorithms that use

this method typically aim to preserve all 2-way or 3-way or both marginals of the dataset. This

method has been explored in various previous works [6,36,54,57,78]. A straightforward approach

when using marginal queries will be to (1) measure all queries (that are required to be preserved)

on true data; (2) add noise to them to achieve differential privacy; and (3) generate synthetic data

that complies with these noisy measurements.

Many algorithms have been proposed to generate synthetic data that complies with marginals

(step 3 above) such as the Multiplicative Weights (MW) algorithm [36], the Relaxed Adaptive

Projection (RAP) algorithm [6], and the PrivBayes algorithm [78]. A key difference among these

algorithms is their assumption of how underlying data distribution is modeled using the marginal

queries. The MW algorithm directly maintains an estimated distribution on the entire data space

and adjusts the distribution to comply with the marginal queries. The algorithm thus quickly

becomes intractable for reasonably high dimensions of data. The RAP algorithm relaxes the entire

space to a continuous space and does gradient descent-based optimization on this space to find

the data distribution. The PrivBayes algorithm uses a subset of the marginals and models the

distribution as a Bayesian network. Both the RAP and the PrivBayes algorithm typically scale

well with high-dimensional data.
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In our analysis, all of these methods are outperformed by the Probabilistic Graphical Model (PGM)

technique [57] to model the data distribution based on marginals. As the name suggests, PGM

creates a graphical model based on a subset of the marginals and uses their measurements to

approximate the data distribution.

However, the three-step simple approach mentioned earlier is inefficient since it does not take

advantage of the correlation among queries. Moreover, for high-dimensional data, measuring all

queries results in less privacy budget available for each of the queries. To overcome these issues,

many prior works, such as [6,36,57,78], use the select, measure, learn, and iterate paradigm. In this

approach, the algorithm iteratively selects a query (typically the worst-performing query), measures

it, and uses only the set of noisy measurements so far for generating synthetic data. An early work

that used this paradigm is MWEM [36] which combined the Multiplicative Weights algorithm with

the Exponential Mechanism (a differentially private selection algorithm) to generate synthetic data.

MWEM is typically the best-performing algorithm if it can scale to the data dimensionality [54].

In this work, we use MWEM+PGM [57], a scalable version of the MWEM approach which replaces

modeling the data distribution from MW to PrivatePGM.

However, similar to the case of low-dimensional data, these algorithms are for offline dataset release

and do not directly apply to our use case of privacy-preserving streaming of synthetic data.

1.2.5. Trajectories (Chapter 5). In Chapters 4 and 3, we do not model the dynamics of

any individual user’s data over time but rather the dynamics of the entire dataset. This is justified

with the assumption that a user contributes only a few points throughout time (low sensitivity) and

we have discussed some applications where such an assumption is justified. In other applications,

the assumption of low sensitivity is not justified. A prominent example is trajectories containing

spatial coordinates of a moving body, such as an individual [16], a taxi [70], or a ship [41]. Thus,

in this case, we not only intend to preserve the aggregated information in the dataset but also the

correlation among points contributed by an individual user. However, to reduce the complexity we

consider a one-time release, instead of a streaming release of data.

Many previous works have considered the task of generating privacy-preserving synthetic trajectory

datasets. The majority of the works can be divided into two classes based on whether or not they

satisfy Local differential privacy (LDP). We briefly mentioned LDP in Section 1.2.3 and will define
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it more rigorously in Section 2.5. In this work, we do not consider LDP, instead, we assume that

the curator can be trusted and use (central) differential privacy.

Many existing works, such as [33, 37, 64, 70], have focused on producing a privacy-preserving

synthetic trajectory dataset. To model the correlation among the points within the trajectory,

these works assume that the trajectory is generated as a Markov chain. With this assumption,

they model the generation of the next point in any trajectory as a transition from one state of a

Markov process to another. The transition probabilities are estimated while preserving differential

privacy. In order to reduce the complexity of the algorithm, a key step used in these works is

discretization. During discretization, the space of points is partitioned, and then individual points

are mapped to the subset in the partition they belong to. Thus, the number of unique states for

the Markov Process decreases dramatically.

Despite a large body of work, the problem of generating realistic trajectories with high utility

remains unsolved. We believe this is largely because existing methods will not scale well with a

fine discretization resolution. In Chapter 5 we first discuss some of the challenges that the existing

methods will face when dealing with a high-resolution discretization. Later, we provide a method

that will address these challenges.

1.3. Contributions

In Chapters 3 and 4, we introduce the novel task of privacy-preserving synthetic multi-dimensional

stream generation. Chapter 3 draws from the work written by the dissertation author as the first

author on differentially private synthetic spatial stream generation [49]. In these chapters, we are

particularly interested in low-sensitivity datasets collected over time. For motivation, consider the

publication of the coordinates (latitude and longitude) of residential locations of people with active

coronavirus infection. As people get infected or recover, the dataset evolves and the density of

infection across our domain can dynamically change over time. Such a dataset can be extremely

helpful in making public policy and health decisions by tracking the spread of a pandemic over

both time and space. This dataset has low sensitivity in the sense that it is rare for a person to get

infected more than a few times in, say, a year. This allows us to limit the number of contributions

a user can make in the stream over time.
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In these chapters, we present methods that can be used to generate synthetic data streams with

differential privacy and we demonstrate its utility on real-world datasets. Our contributions are

summarized below.

(1) To the best of our knowledge, we present the first differentially private streaming algorithm

for the release of multi-dimensional synthetic data;

(2) we present a meta-framework that can be applied to a large number of counting algorithms

to resume differentially private counting on regular intervals;

(3) we further demonstrate the utility of our algorithms for synthetic data generation on both

simulated and real-world spatial datasets;

(4) furthermore, our algorithm can handle both the addition and the deletion of data points

(sometimes referred to as turnstile model), and thus dynamic changes of a dataset over

time.

In Chapter 5, we discuss recent works that have addressed the problem of generating a privacy-

preserving synthetic trajectory dataset. We also discuss the limitations of these methods and why

they will not have good utility when scaled to a high-resolution grid for discretization.

We then provide our method that accommodates any spatial constraints and works for many

general spaces X such as the natural earth landscape of a country, and a graph representing the

road network of a city. We use a density-based discretization approach that produces partitions of

very high resolution in dense areas to efficiently capture the spatial information in the dataset. We

also provide experiments that highlight the problems discussed and validate our proposed method.
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CHAPTER 2

Background on Differential Privacy

2.1. A rigorous definition of privacy

Let us suppose we are doing a study whose results will be publicly available. The study requires

the participants to share some information that is considered private by them. As an example,

consider the study to find a correlation between smoking and the severity of illness due to COVID-

19 and for the sake of argument let us consider that there is a strong correlation. The idea behind

differential privacy is that this correlation should still be present and almost as strong even if a

particular participant decides not to participate in the study. Then, even if the study results are

made publicly available, differential privacy provides an individual with plausible deniability for

their participation in the study. To rigorously define this concept we need a notion of neighboring

datasets.

2.1.1. Neighboring datasets. Let X be a space of data points. Let U be a finite set of users.

Let f : U ×X → N be a dataset represented as a function such that f(u, x) denotes the number of

times a user u ∈ U contributed the point x ∈ X in the dataset. Here, and everywhere else in this

work, we abuse the notation and denote with N the set of all natural numbers including the digit

0. Then, for any user u ∈ U , a neighboring dataset, denoted as f̃u, can be created by removing all

contributions by the user u from f . That is, (1) f̃u(v, x) = f(v, x) for all x ∈ X and v ∈ U \ {u};

and (2) f̃u(u, x) = 0 for all x ∈ X .

In this work, we first build algorithms with the assumption that a user contributes at most one

data point. Later, using composition properties of differential privacy (Section 2.1.4.1), we extend

the algorithm to the case where a user may contribute multiple data points. Hence, we relax the

notation of a dataset to f : X → N such that f(x) denotes the number of times x ∈ X appears

in the dataset. The resulting definition of neighboring datasets is given in Definition 2.1.1. The

notation NX denotes the power set containing all possible functions of the form f : X → N.
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Definition 2.1.1 (Neighboring Datasets). Two datasets f, f̃ : X → N are said to be neighbors

if they differ in the count of exactly one point by a unit, that is, there exists x ∈ X such that∣∣∣f(x)− f̃(x)
∣∣∣ = 1 for some x ∈ X and f̃(y) = f(y) for all y ∈ X \ {x}.

2.1.2. Definition. We can now define Differential privacy using the concept of neighboring

datasets.

Definition 2.1.2 (Differential Privacy). A randomized algorithm A : NX → R is said to satisfy

ε-differential privacy if for all neighboring datasets f and f̃ and for any measurable S ⊆ R we

have,

P
{
A(f) ∈ S

}
≤ eε · P

{
A(f̃) ∈ S

}
,

where the probability is taken over the randomness of A.

Intuitively, differential privacy guarantees a form of robustness - the probability of observing the

output of a randomized algorithm A only differs by a “small” multiplicative factor of eε if the input

dataset differs in the data from an individual. Note that differential privacy is a property of the

algorithm A and not the output A(f).

2.1.3. The privacy budget ε and the privacy-utility trade-off. The parameter ε ≥ 0

is often referred to as the privacy budget and acts as a way to control the privacy and utility

trade-off. To understand this trade-off let us consider two extreme algorithms - (1) A(f) = ∅ and

(2) A(f) = f , for any input f . In case (1), algorithm A can be shown to uphold Definition 2.1.2

for ε = 0 however, since the output is always an empty set the algorithm has no utility. On the

other extreme, in case (2), the algorithm has perfect utility as it outputs the entire dataset but it

does not satisfy differential privacy for any non-zero real value of ε. The name budget has another

relevance due to the composition properties of Differential Privacy and we discuss this connection

in Section 2.1.4.1.

2.1.4. Properties of differential privacy.

2.1.4.1. Composition. To design complex algorithms, we often rely on smaller sub-routines that

compose together to form complex logic. The definition of differential privacy satisfies composition

properties allowing us to break complex tasks into smaller subroutines that satisfy differential pri-

vacy. Theorem 2.1.3 and 2.1.4 are two key composition properties of differential privacy. Sequential
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Composition allows us to divide the privacy parameter ε into smaller parameters for subroutine

and get multiple outputs from the same data. Thus the parameter ε is sometimes referred to as

the privacy budget as each subroutine may take some part of it. Whereas in parallel composition,

the data itself gets divided into disjoint parts, of which at most one part may see a change in a

neighboring dataset. Thus the privacy budget is only consumed by at most one subroutine. We

present these concepts more rigorously below.

Theorem 2.1.3 (Sequential composition). Let A1 : NX → R1 and A2 : NX → R2 be randomized

algorithms that satisfy ε1 and ε2-differential privacy respectively. Then, an algorithm A : NX →

R1 ×R2 defined as A(f) :=
(
A1(f),A2(f)

)
, for any input dataset f , satisfies (ε1 + ε2)-differential

privacy.

Theorem 2.1.4 (Parallel composition). Let {X1,X2} be an arbitrary disjoint partition of the space

X . Let A1 : NX → R1 and A2 : NX → R2 be randomized algorithms that satisfy ε1 and ε2-

differential privacy respectively. Let, for any i ∈ {1, 2}, f |Xi
denote the restriction of f on Xi such

that

f |Xi
(x) =


f(x), x ∈ Xi,

0, x ∈ X \ Xi.

Then, an algorithm A : NX → R1 × R2 defined as A(f) :=

(
A1

(
f |X1

)
,A2

(
f |X2

))
satisfies

max(ε1, ε2)-differential privacy.

2.1.5. Post-processing. The post-processing guarantee of differential privacy (Theorem 2.1.5)

is very desirable. It implies that no matter what happens with the output of a differentially private

algorithm, the privacy guarantees that the algorithm satisfies remain unaffected.

Theorem 2.1.5 (Post-processing gurantees). Let A : NX → R1 be a randomized algorithm that

satisfies ε-differential privacy. Let M : R1 → R2 be an arbitrary randomized mapping. Then a

mapping M◦A : NX → R2 defined as (M◦A)(f) :=M
(
A(f)

)
for any dataset f ∈ NX satisfies

ε-differential privacy.

2.2. How to achieve differential privacy?

In most cases, we achieve differential privacy by adding noise sampled from a distribution. However,

naively adding noise may result in a poor utility of the algorithm. In sections 2.2.1 and 2.2.2, we
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present two well-known differentially private algorithms that we will use as subroutines of our more

complex algorithms.

2.2.1. Measurement. A key use of differential privacy is to find answers to some statistical

queries on a private dataset. As a simple motivating example, suppose we want to find the mean

age using a dataset that contains the age of individuals. The Laplace Mechanism is the most

fundamental algorithm in differential privacy for measuring such statistics about a given dataset.

We state the mechanism in Definition 2.2.3. The mechanism gets its name since the noise added is

drawn from the Laplace distribution (Definition 2.2.1).

2.2.1.1. Laplace distribution and related properties. In this section, we first present a definition

of the Laplace distribution, followed by some bounds on the concentration of Laplace random

variables.

Definition 2.2.1 (Laplace distribution). A random variable X is said to be drawn from the Laplace

distribution Lap(µ, b) if its probability density function follows

(2.1) f(X | µ, b) = 1

2b
exp

(
−|x− µ|

b

)
,

where µ and b are the location and scale parameters respectively. Note that E[X] = µ and Var(X) =

2b2. We simply use the notation Lap(b) if the location parameter µ = 0.

The following lemmas about the concentration of the Laplace distribution will be useful for our

analysis later.

Lemma 2.2.1.1 (Concentration of a Laplace random variable). Let X ∼ Lap(b). Then for any

β > 0 we have,

(2.2) P
{
|X| > b log

1

β

}
= β.

Proof. Simply by the probability density function we have,

P
{
|X| > α

}
= 2

∫ ∞

α

1

2b
exp

(
−x

b

)
= exp

(
−α

b

)
.

We get the desired result by using β = exp
(
−α

b

)
. □

13



2.2.1.2. Laplace Mechanism. As mentioned previously, we will use the Laplace mechanism to

answer statistical queries about the dataset. Such a query is usually represented as a function

q : NX → Rd. For example, let X = {0, 1, . . . , 99} and f(x) denote the number of participants of

age x ∈ X present in the dataset f . Let q : NX → R10 be a query defined as

qi(f) :=
∑

x∈{10(i−1),...,10i−1}
f(x),

that is qi(f) denotes the number of individuals in the dataset f with age in the range [10(i−1), 10i−

1). To define the Laplace mechanism, we need a notion of sensitivity. Intuitively, it represents the

amount of maximum change that can occur in the query output when replacing an input dataset

with a neighboring dataset.

Definition 2.2.2 (ℓ1 sensitivity). The ℓ1 sensitivity of a function q : NX → Rd, denoted as ∆q, is

defined as

(2.3) ∆q := max
f,f̃∈NX ,∥∥∥f−f̃

∥∥∥=1

∥∥∥q(f)− q(f̃)
∥∥∥
1
.

Definition 2.2.3 (Laplace Mechanism). The Laplace mechanism is defined as an algorithm A such

that

(2.4) A(f) := q(f) + η,

where η ∈ Rd is a d-dimensional vector such that ηi are i.i.d. random variables for all i = 1, 2, . . . , d

that are drawn from the distribution Lap
(
∆q

ε

)
.

Theorem 2.2.4 (Privacy of Laplace mechanism). The Laplace mechanism, as described in Defini-

tion 2.2.3, satisfies ε-differential privacy.
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Proof. Let f, f̃ ∈ NX be neighboring datasets such that
∥∥∥f − f̃

∥∥∥ = 1. Then for any output

y ∈ Rd,

P
{
A(f) = y

}
P
{
A(f̃) = y

} =
P
{
η = y − q(f)

}
P
{
η̃ = y − q(f̃)

} =

∏d
i=1

(
ε

2∆q
exp

(
− ε|(y−q(f))i|

∆q

))
∏d

i=1

 ε
2∆q

exp

(
−

ε
∣∣∣(y−q(f̃))i

∣∣∣
∆q

)
≤ exp

(
ε

∆q

∥∥∥q(f)− q(f̃)
∥∥∥
1

)
≤ eε

□

To prove the utility of the Laplace mechanism we will be using the following Lemma 2.2.4.1 about

the concentration of the maximum value of a set of random variables. The proof of Lemma 2.2.4.1

is a simple application of union bound.

Lemma 2.2.4.1 (Concentration of maximum value of random variables). Let X1, X2, . . . , Xn be

independent random variables such that for any β > 0 there exists α > 0 such that P
{
|Xi| > α

}
≤ β

for each i = 1, 2, . . . , n. Then, for any β > 0,

P
{

max
i=1,2,...,n

|Xi| > α

}
≤ βn.

Theorem 2.2.5 (Utility of Laplace mechanism). For any β > 0, the Laplace mechanism, as de-

scribed in Definition 2.2.3, satisfies

(2.5) P

{∥∥A(f)− q(f)
∥∥
∞ ≥

∆q

ε
log

(
d

β

)}
≤ β.

Proof. By Lemma 2.2.1.1 we have that for any β > 0 and for each ηi individually,

P

{
|ηi| >

∆q

ε
log

(
1

β

)}
≤ β.

Hence, by applying Lemma 2.2.4.1 and replacing β with β/d we have the required result. □

2.2.1.3. Histogram query. An important case when the Laplace Mechanism is highly effective

is when answering a histogram query as defined below.
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Definition 2.2.6 (Histogram query). A function q : X → {0, 1}d is called a histogram query if it

follows that
∥∥q(x)∥∥

1
= 1 for any x ∈ X . With a slight abuse of notation, we define an extension of

this query to datasets as q : NX → Nd with

(2.6) q(f) :=
∑
x∈X

f(x) · q(x),

for all f ∈ NX .

We use the term histogram since if we consider each of the d dimensions of the output as a bin then

a histogram query q : X → {0, 1}d classifies points in X to one of the d bins and thus its extension

q : NX → Nd counts the number of points in the dataset in each of the d bins. The example query

mentioned in Section 2.2.1.2 is indeed a histogram query. Note that the sensitivity of a histogram

query over datasets, as defined in Equation 2.3, is 1 and is thus independent of the dimension of

query output d. Thus as per Theorem 2.2.5 the accuracy of a histogram query is O (log d).

2.2.2. Selection. Let R be a finite set. Let u : NX ×R → R be a function such that u(f, r)

denotes the utility of an element r ∈ R for a dataset f ∈ NX . Our task is to find an element in

R with maximum utility while preserving differential privacy. Note that the term utility is very

general and its exact definition is governed by the problem. As an example, suppose we want to find

a mode of a given dataset f ∈ NX . The mode is any point x∗ ∈ X such that x∗ = argmaxx∈X f(x).

We can use the exponential mechanism in this case with the utility being the absolute difference

between the frequency of any point from the maximum possible frequency in f . Thus in this case

R = X , and u(f, x;x∗) =
∣∣f(x)− f(x∗)

∣∣ for all x ∈ X .
Definition 2.2.7 (Exponential mechanism). Let ∆u denote the sensitivity of the utility function

defined as,

(2.7) ∆u := max
f,f̃∈NX ,∥∥∥f−f̃

∥∥∥=1

max
r∈R

∣∣∣u(f, r)− u(f̃ , r)
∣∣∣ .

Then, the exponential mechanism is defined as the algorithm A : NX → R such that, for all r ∈ R,

P
{
A(f) = r

}
∝ exp

(
− ε

2∆u
u(f, r)

)
.
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Theorem 2.2.8 (Privacy of exponential mechanism). The exponential mechanism, as defined in

Definition 2.2.7, satisfies ε-differential privacy.

Proof. Let f, f̃ ∈ NX be neighboring datasets such that
∥∥∥f − f̃

∥∥∥ = 1. Then for any output

r ∈ R,

P
{
A(f) = r

}
P
{
A(f̃) = r

} =
exp

(
− ε

2∆u
u(f, r)

)
exp

(
− ε

2∆u
u(f̃ , r)

) · ∑r′∈R exp
(
− ε

2∆u
u(f̃ , r′)

)
∑

r′∈R exp
(
− ε

2∆u
u(f, r′)

)

= exp

(
− ε

2∆u

(
u(f, r)− u(f̃ , r)

))
·

∑
r′∈R exp

(
− ε

2∆u

(
u(f̃ , r′)− u(f, r′) + u(f, r′)

))
∑

r′∈R exp
(
− ε

2∆u
u(f, r′)

)
≤ eε/2 · eε/2 ·

∑
r′∈R exp

(
− ε

2∆u
u(f, r′)

)
∑

r′∈R exp
(
− ε

2∆u
u(f, r′)

) = eε

□

Theorem 2.2.9 (Accuracy of exponential mechanism). For any β > 0, the exponential mechanism,

as defined in Definition 2.2.7, satisfies

P

{
u(f,A(f)) ≤ uOPT −

2∆u

ε
ln

(
|R|
β

)}
≤ β,

where uOPT = maxr∈R u(f, r) denotes the maximum possible utility.

Proof. Let R∗ = {r|u(f, r) = uOPT } be the possible values in R for which we have the

maximum possible utility.

P
{
A(f) ≤ uOPT − t

}
=

∑
(r∈R,u(f,r)≤uOPT−t) exp

(
ϵu(f,r)
2∆u

)
∑

r′∈R exp
(
ϵu(f,r′)
2∆u

) ≤
|R| exp

(
ϵ(uOPT−t)

2∆u

)
∑

r′∈R exp
(
ϵu(f,r′)
2∆u

) ≤ |R| exp
(
ϵ(uOPT−t)

2∆u

)
|R∗| exp

(
ϵuOPT
2∆u

)
≤ |R|
|R∗|

exp

(
− ϵt

2∆u

)
≤ |R|exp

(
− ϵt

2∆u

)

Substituting t = 2∆u
ε ln

(
|R|
β

)
gives us the required equation. □

2.3. Privacy of Streaming Algorithms

2.3.1. Streams and streaming algorithms. Intuitively, a stream is a collection of datasets

over time. A natural extension of our notation from datasets to streams is the inclusion of a
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dimension of time. Thus we represent a stream as a function f : X × N→ N such that f(x, t) can

be interpreted as the number of times the point x ∈ X appears at time t ∈ N. For any N ⊆ N,

we will use the notation fN to denote the restriction of the stream f to the time indices in the set

N , that is fN : N × X → N such that fN (t, x) = f(t, x) for all t ∈ N and x ∈ X . Similarly, for

any time t ∈ N, ft : X → N denotes a restriction of f to time t such that ft(x) = f(t, x) for all

x ∈ X . For example, consider that X is the set of all possible demographics in a country’s voting

population. Then we can represent the eligible voters in the country as a stream f : X × N → N

where f(x, t) denotes the number of individuals in the population with demographics x ∈ X and

are eligible to vote at time t.

2.3.1.1. Differential stream. Suppose an individual with some demographics x ∈ X , becomes

eligible to vote at some time t1 ∈ N. Then, the count f(x, t1) is incremented by 1 compared to

f(x, t1 − 1) to account for this change. Similarly, if the individual becomes ineligible to vote (for

example due to death or giving up on citizenship) at time t2 ∈ N the count f(x, t2) is decremented

by 1 compared to f(x, t2 − 1). A natural way to keep track of these changes over time if thus with

a differential stream. A differential stream for f is the stream ∇f defined as,

(2.8) ∇f(x, t) := f(x, t)− f(x, t− 1), t ∈ N,

where we set f(x, 0) = 0. The total change of f over all times and points is the quantity

(2.9) ∥f∥∇ :=
∑
x∈X

∑
t∈N

∣∣∇f(x, t)∣∣ ,
which defines a seminorm on the space of data streams.

2.3.1.2. Streaming algorithm. As a motivating example, consider an algorithm A that converts

a given input data stream f : X ×N→ N into a synthetic data stream g : X ×N→ N. We want this

algorithm to be streaming: at each time t0, it can only see the part of the input stream f(x, t) for

all x ∈ X and t ≤ t0, and at that time the algorithm outputs g(x, t0) for all x ∈ X . Definition 2.3.1

provides a more rigorous definition of a streaming algorithm.

Definition 2.3.1 (Streaming algorithm). Given an input stream f : X × N→ N, an algorithm A

with output stream g : X × N → N is said to be streaming if at any time t ∈ N it maps f[t] to gt,

that is, g(t, x) := A(f[t])(t, x) for all x ∈ X .
18



2.3.2. Extending differential privacy to streaming algorithms.

2.3.2.1. Neighboring streams. Recall that, to define differential privacy, we need a concept of

neighboring inputs that are constructed by omitting the data contributed by a single user. How-

ever, a user may have multiple contributions in the stream. Similar to how we handled multiple

contributions in a dataset, let us first look at neighboring streams when they differ by a single

point.

Definition 2.3.2 (Neighboring streams). Two streams f and f̃ are said to be neighbors if

(2.10) ∥f − f̃∥∇ = 1,

that is if f̃ can be obtained from f by changing a single data point: either one data point is added

at some time and is never removed later, or one data point is removed and is never added back

later.

2.3.2.2. Differential privacy for streams. Using Definition 2.3.2 for neighboring streams we first

define the concept of differential privacy for streams that differ in one point.

Definition 2.3.3 (Differential privacy for streams). A randomized streaming algorithm A that

takes data streams as input is ε-differentially private if for any two neighboring streams f and f̃

that satisfy ∥f − f̃∥ = 1, the inequality

(2.11) P{A(f̃) ∈ S} ≤ eε · P{A(f) ∈ S}

holds for any measurable set of outputs S.

Now that we quantified the effect of the change of a single input data point, we can change any num-

ber of input data points. If two data streams satisfy ∥f − f̃∥∇ = k, then applying Definition 2.3.3

k times and using the triangle inequality, we conclude that

P{A(f̃) ∈ S} ≤ ekε · P{A(f) ∈ S}.

For example, suppose that a patient gets sick and spends a week at some hospital; then she

recovers, but after some time she gets sick again and spends another week at another hospital

and finally recovers completely. If the data stream f̃ is obtained from f by removing such a

patient, then, due to the four events described above, ∥f − f̃∥∇ = 4. Hence, we conclude that
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P{A(f̃) ∈ S} ≤ e4ε · P{A(f) ∈ S}. In other words, the privacy of patients who contribute four

events to the data stream is automatically protected as well, although the protection guarantee is

four times weaker than for patients who contribute a single event.

2.3.3. Baseline differentially private algorithm for synthetic data generation. In this

section, we propose a baseline framework in Algorithm 1 that can extend any offline differentially

private algorithm to a streaming differentially private algorithm. Let A be any differentially private

algorithm for generating a synthetic dataset given an input true dataset. The idea is very simple:

given an input stream f , at any time t, Algorithm 1 runs an independent instance of algorithm

A on the differential dataset at time t, that is ∇ft and produces the differential synthetic dataset

∇gt. We use an instance of this algorithm, with an appropriate subroutine algorithm A, as the

baseline in Chapter 3 and 4.

Algorithm 1 A general framework: from differentially private dataset to stream

1: Input: An input data stream f , a differentially private algorithm A to generate synthetic
datasets, the privacy budget ε

2: Output: A synthetic stream g.
3: Initialize g(0, x) = 0 for all x ∈ X .
4: for t = 1, 2, . . . do
5: Set ht ← A(∇ft, ε)
6: Set g(t, x) = g(t− 1, x) + ht(x) for all x ∈ X
7: Release gt.

Theorem 2.3.4 (Privacy of Algorithm 1). If A satisfies ε-differential privacy, then Algorithm 1

satisfies ε-differential privacy

Proof of privacy of Algorithm 1. Let A+ denote the Algorithm 1. For neighboring data

streams f and f̃ satisfying Equation 2.10, there exists at most one τ ∈ N and x ∈ X such that

∇f(x, τ) ̸= ∇f̃(x, τ). Since A is ε-DP, it follows that for any output hτ ,

P
{
A(∇fτ , ε) = hτ

}
≤ eε · P

{
A(∇f̃τ , ε) = hτ

}
.

Since at any time t ̸= τ , the input streams f and ∇f are identical, it follows that,

P
{
A+(f,A, ε) = g

}
≤ eε · P

{
A+(f̃ ,A, ε) = g

}
.

Hence, Baseline Algorithm 1 is ε-DP. □

20



2.4. Counters

A central idea to our streaming algorithms in Chapter 3 and 4 is of Counters that are differentially

private streaming algorithms for counting values over time. We give a formal definition of a counter

in Definition 2.4.1.

Definition 2.4.1. An (α, δ)-accurate counter C is a randomized streaming algorithm that estimates

the sum of an input stream of values f : N→ R and maps it to an output stream of values g : N→ R

such that for each time t ∈ N,

P
{∣∣∣∣g(t)−∑

t′≤t

f(t′)

∣∣∣∣ ≤ α(t, δ)

}
≥ 1− δ,

where the probability is over the randomness of C and δ is a small constant.

Algorithm 2 Simple counter

1: Input: Input stream f : N→ R, privacy budget ε
2: Output: Output stream g : N→ R
3: Assume g(0)← 0
4: Set g(t)← g(t− 1) + f(t) + Lap(1ε ) for all t ∈ N

Algorithm 3 Block counter with block size B

1: Input: Input stream f : N→ R, privacy budget ε, block size B
2: Output: Output stream g : N→ R
3: α← 0, β ← 0, βlastblock ← 0
4: for t = 1, 2, . . . do
5: β ← β + f(t)
6: if t = k ·B, for some k ∈ N then
7: α← 0, β ← β + Lap(2ε )
8: βlastblock ← β
9: else

10: α← α+ f(t) + Lap(2ε )

11: g(t)← βlastblock + α

Furthermore, we are interested in counters that satisfy differential privacy guarantees as per Def-

inition 2.3.3 with respect to the norm ∥f∥ :=
∑

t∈N
∣∣f(t)∣∣. Note that we have not used the norm

∥·∥∇ here, as the input to the counter algorithm will already be the differential stream ∇f . The

foundational work of [12] and [23] introduced private counters for the sum of bit-streams but the

same algorithms can be applied to real-valued streams as well. In particular, we will be using the
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Algorithm 4 Binary Tree counter

1: Input: Input stream f : N→ R, privacy budget ε, time horizon T
2: Output: Output stream g : N→ R
3: Initialize αi, α̂i ← 0 for all i ∈ N
4: for t = 1, 2, . . . do
5: Let bn . . . b1b0 be the (n+ 1)-bit binary representation of t, i.e., t =

∑n
i=0 bi2

i

6: j ← min {i : bi ̸= 0}
7: αj ←

(∑j−1
i=0 αi

)
+ f(t)

8: α̂j ← αj + Lap( log2 Tε )
9: αi, α̂i ← 0 for all i < j

10: g(t)←
∑n

i=0 α̂i · (1bi=1)

Simple II, Two-Level, and Binary Tree algorithms from [12], hereafter referred to as Simple, Block,

and Binary Tree Counters respectively. We provide the algorithms for Simple, Block, and Binary

Tree counter in Algorithms 2, 3, and 4 respectively. As explained in [12], the key principle behind

the design of these algorithms is dividing the time horizon into intervals and adding together the

noisy partial sums from these intervals.

2.4.1. Accuracy of counters. As proved in [12,23] for a fixed failure probability δ, ignoring

the constants, the accuracy α at time t for the counters Simple, Block, and Binary Tree is O
(√

t
)
,

O
(
t1/4
)
, and O

(
(ln t)3/2

)
respectively. We provide the rigorous statements in Lemma 2.4.1.1,

2.4.1.2, and 2.4.1.3 respectively. Hence the error in the estimated value in counters grows with time

t. The result also suggests that for large time horizons, the Binary Tree algorithm is best to be

used as a counter. However, for small values of time t, the bounds suggest that Simple and Block

counters are perhaps more effective. We evaluate this hypothesis experimentally and discuss more

on which counter is best to be used in Section 3.6.

Lemma 2.4.1.1. [Accuracy of Simple Counter] For any input stream f : N→ R, t ∈ N, and β > 0,

an ε-differentially private Simple counter is

(
O
(

1
ε

(√
t
)
log 1

β

)
, β

)
-accurate.

Lemma 2.4.1.2. [Accuracy of Block Counter] For any input stream f : N → R, t ∈ N, and β > 0,

an ε-differentially private Simple counter is

(
O
(

1
ε

(
t1/4
)
log 1

β

)
, β

)
-accurate.

Lemma 2.4.1.3. [Accuracy of Binary Tree Counter] For any input stream f : N → R, t ∈ N, and

β > 0, an ε-differentially private Binary tree counter is

(
O
(
1
ε (log T )(

√
log t) log 1

β

)
, β

)
-accurate.
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In [12] the authors also provide an algorithm for unbounded streams, termed the Hybird Mecha-

nism, where they run the binary tree mechanism over bounded time intervals of increasing powers

of 2. We refer to this algorithm as Unbounded binary tree counter and provide its utility guarantees

in Lemma 2.4.1.2.

Lemma 2.4.1.4. [Accuracy of unbounded binary tree counter] For any input stream f : N→ R, t ∈

N, and β > 0, an ε-differentially private Unbounded binary tree counter is

(
O
(
1
ε (log t)

1.5 log 1
β

)
, β

)
-

accurate.

2.5. Other variants

Many variants of differential privacy have been considered in the literature. Although we only use

the original definition of differential privacy (also called Pure differential privacy), we discuss some

other popular variants to highlight how they contrast with our definition.

2.5.1. Local vs central. The first distinction in differential privacy is based on whether or

not a central trusted server exists. In Definition 2.1.2 we have assumed the existence of a central

server (or curator) that has access to the entire dataset. Indeed it follows from the assumption that

neighboring datasets differ by the data of at most one individual. If the central entity curating

the dataset cannot be trusted, we must introduce privacy before the data reaches such an entity.

Thus, prompting the notion of neighboring datasets at an individual level. The resulting variant is

therefore called Local differential privacy (Definition 2.5.1). The definition provided here is inspired

by [27]. Note that the input to the algorithm A in the definition is a point rather than a dataset.

Definition 2.5.1 (Local differential privacy). A randomized algorithm A : X → R is said to satisfy

ε-local differential privacy if for all pairs x, x̃ ∈ X and for any measurable S ⊆ R we have,

P
{
A(x) ∈ S

}
≤ eε · P

{
A(x̃) ∈ S

}
,

where the probability is taken over the randomness of A.

Local differential privacy is a strong privacy guarantee, making it difficult to achieve together with

high utility. Indeed the guarantees even hold for any pair of data x, x̃ that may represent extreme

information. Geo-indistinguishability [5](Definition 2.5.2) is a generalization of this definition where
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the bound is based on the distance, say d(x, x̃), between the points x and x̃. Therefore, if the

distance d(x, x̃) is large, we may allow for a weaker bound.

Definition 2.5.2 (Geo-indistinguishability). A randomized algorithm A : X → R is said to satisfy

ε-geo-indistinguishability if for all pairs x, x̃ ∈ X and for any measurable S ⊆ R we have,

P
{
A(x) ∈ S

}
≤ eε·d(x,x̃) · P

{
A(x̃) ∈ S

}
,

where the probability is taken over the randomness of A.

Because geo-indistinguishability can be used with any distance metric d, and in particular the

Euclidean distance, it has been widely adopted for preserving the privacy of spatial datasets where

the curator cannot be trusted. Geo-indistinguishability is also known as metric privacy.

2.5.2. Pure vs approximate. Let us redirect our focus to the case when ensuring privacy

after a central entity has collected the data. Since differential privacy is a strict notion, most

other variants attempt to provide a weaker but meaningful guarantee. (ε, δ)-differential privacy

or approx differential privacy (Definition 2.5.3) is among the most popular alternatives. It allows

some relaxation when the ε-differential privacy may not hold by having an additive constant. Note

that indeed when δ = 0, (ε, δ)-differential privacy is the same as ε-differential privacy.

The differential privacy condition in Definition 2.1.2 can also be seen as,

ln

 P
{
A(f) ∈ S

}
P
{
A(f̃) ∈ S

}
 ≤ ε,

for all measurable sets S. Let Z(S) be the random variable equal to the expression ln

(
P{A(f)∈S}
P
{
A(f̃)∈S

}
)

and we refer to it as the privacy loss. Then, differential privacy is a worst-case guarantee such that

for any S, Z(S) ≤ e. Other relaxations of differential privacy are based on controlling the tail

bounds on Z through its moment-generating function. Rényi differential privacy [59] and zero-

concentrated differential privacy [11], Definition 2.5.4 and 2.5.5 respectively, are two such variants.

Definition 2.5.3 ((ε, δ)-differential privacy). A randomized algorithm A : NX → R is said to sat-

isfy (ε, δ)-differential privacy (also called approx differential privacy) if for all neighboring datasets
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f and f̃ and for any measurable S ⊆ R we have,

P
{
A(f) ∈ S

}
≤ eε · P

{
A(f̃) ∈ S

}
+ δ,

where the probability is taken over the randomness of A.

Definition 2.5.4 (Rényi differential privacy). Given α > 1, a randomized algorithm A : NX → R

is said to satisfy (α, ε)-rényi differential privacy if for all neighboring datasets f and f̃ ,

Dα

(
A(f)

∥∥∥A(f̃)) ≤ ε,

where Dα is the Rényi divergence of order α and the probability is taken over the randomness of

A.

Definition 2.5.5 (Concentrated differential privacy). A randomized algorithm A : NX → R is said

to satisfy (ξ, ρ)-zero-concentrated differential privacy (also called approx differential privacy) if for

all neighboring datasets f and f̃ and for any α ∈ (1,∞) we have,

Dα

(
A(f)

∥∥∥A(f̃)) ≤ ξ + ρα,

where Dα is the Rényi divergence of order α and the probability is taken over the randomness of

A.

We refer the reader to [17] for a detailed comparison and relation between various variants of the

definition of differential privacy.
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CHAPTER 3

Differentially Private Synthetic Spatial Stream

3.1. Motivation and problem setup

In this chapter, we present an algorithm that transforms a data stream into a differentially private

data stream. The algorithm can handle quite general data streams: at each time t ∈ N, the data

is a subset of some abstract set X . For instance, if X can be the location of all U.S. hospitals,

and the data at time t = 3 can be the locations of all patients spending time in hospitals on day

3. Such data can be conveniently represented by a data stream, which is any function of the form

f(x, t) : X × N → R. For instance, f(x, 3) can be the number of COVID positive patients at

location x on day 3.

We present an ε-differentially private, streaming algorithm that takes as an input a data stream

and returns as an output a data stream. This algorithm tries to make the output stream as close

as possible to the input data stream, while upholding differential privacy.

3.2. A macroscopic overview of our method: PHDStream

Here, we describe our method in broad brushstrokes. In Section 3.4 we discuss how we optimize

the computational and storage cost of our algorithm.

3.2.1. From streaming on sets to streaming on trees. First, we convert the problem

of differentially private streaming of a function f(x, t) on a set X to a problem of differentially

private streaming of a function F (x, t) on a tree. To this end, fix some hierarchical partition of the

domain X . Thus, assume that X is partitioned into some β > 1 subsets X1, . . . ,Xβ, and each of

these subsets Xi is partitioned into β further subsets, and so on. A hierarchical partition can be

equivalently represented by a tree T whose vertices are subsets of X and the children of each vertex

form a partition of that vertex. Thus, the tree T has root X ; the root is connected to the β vertices

X1, . . . ,Xβ, and so on. We refer to β as the fanout number of the tree.
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In practice, there often exists a natural hierarchical decomposition of X . For example, if X = {0, 1}d

a binary partition obtained by fixing a coordinate is natural such as X1 = {0} × {0, 1}d−1 and

X2 = {1} × {0, 1}d−1. Each of X1 and X2 can be further partitioned by fixing another coordinate.

As another example, if X = [0, 1]d and fanout β = 2, a similar natural partition can be obtained

by splitting a particular dimension’s region into halves such that X1 = [0, 12) × [0, 1]d−1 and X2 =

[12 , 1] × [0, 1]d−1. Each of X1 and X2 can be further partitioned by splitting another coordinate’s

region into halves.

We can convert any function on the set X into a function on the vertices of the tree T by summing

the values in each vertex. I.e., to convert f ∈ RX into F ∈ RV (T ), we set

(3.1) F (v) :=
∑
x∈v

f(x), v ∈ V (T ).

Vice versa, we can convert any function G on the vertices of the tree T into a function g on the set

X by assigning value G(v) to one arbitrarily chosen point in each leaf v. In practice, however, the

following variant of this rule works better if G(v) > 0. Assign value 1 to ⌈G(v)⌉ random points in

v, i.e. set

(3.2) g :=
∑

v∈L(T )

⌈G(v)⌉∑
i=1

1xi(v)

where xi(v) are independent random points in v and 1x denotes the indicator function of the set

{x}. Here, L(T ) is a collection of the leaf nodes in T . The points xi(v) can be sampled from any

probability measure on v, and in practice we often choose the uniform measure on v.

Summarizing, we reduced our original problem to constructing an algorithm that transforms any

given stream F (x, t) : V (T )×N→ {0, 1, 2, . . .} into a differentially private stream G(x, t) : V (T )×

N→ {0, 1, 2, . . .} where V (T ) is the vertex set of a fixed, known tree T .

3.2.2. Consistent extension. Let C(T ) denote the set of all functions F ∈ RV (T ) that can

be obtained from functions f ∈ RX using transformation (3.1). The transformation is linear, so

C(T ) must be a linear subspace of RV (T ). A moment’s thought reveals that C(T ) is comprised of

all consistent functions – the functions F that satisfy the equations

(3.3) F (v) =
∑

u∈children(v)

F (u) for all v ∈ V (T ).
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Any function on V (T ) can be transformed into a consistent function by pushing the values up the

tree and spreading them uniformly down the tree. More specifically, this can be achieved by the

linear transformation

ExtT : RV (T ) → C(T ),

that we call the consistent extension. Suppose that a function F takes value 1 on some vertex

v ∈ V (T ) and value 0 on all other vertices. To define G = ExtT (F ), we let G(u) equal 1 for any

ancestor of v including v itself, 1/β for any child of v, 1/β2 for any grandchild of v, and so on.

In other words, we set G(u) = β−max(0,d(v,u)) where d(v, u) denotes the directed distance on the

tree T , which equals the usual graph distance (the number of edges in the path from v to u) if u

is a descendant of v, and minus the graph distance otherwise. Extending this rule by linearity, we

arrive at the explicit definition of the consistent extension operator:

ExtT (F )(u) :=
∑

v∈V (T )

F (v)β−max(0,d(v,u)), u ∈ V (T ).

By definition (3.3), a consistent function is uniquely determined by its values on the leaves of the

tree T . Thus a natural norm of C(T ) is

(3.4) ∥F∥C(T ) :=
∑

v∈L(T )

∣∣F (v)
∣∣ .

3.2.3. Differentially private tree. A key subroutine of our method is a version of the re-

markable algorithm PrivTree due to [79]. We present this version in Algorithm 5. In the absence

of noise addition, one can think of PrivTree as a deterministic algorithm that inputs a tree T and

a function F ∈ RV (T ) and outputs a subtree of T . The algorithm grows the subtree iteratively: for

every vertex v, if F (v) is larger than a certain threshold θ, the children of vertex v are added to

the subtree.

3.2.4. Differentially private stream. We present our method PHDStream (Private Hi-

erarchical Decomposition of Stream) in Algorithm 7. Algorithm 6 transforms an input stream

F (·, t) ∈ V (T ) × N → R into a stream G(·, t) ∈ V (T ) × N → R. In the algorithm, L(T ) denotes

the set of leaves of tree T , and Lap(·, t, 2/ε) denote independent Laplace random variables. Using

Algorithm 6 as a subroutine, Algorithm 7 transforms a stream f(x, t) ∈ X × N→ R into a stream

g(x, t) ∈ X × N→ R:
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Algorithm 5 PrivTreeT

1: Input: F ∈ C(T ), the privacy budget parameter ε, the threshold count for a node θ.
2: Output: A subset S of the tree T .
3: Set λ← 2β−1

β−1 ·
2
ε and δ ← λ lnβ.

4: Initialize an empty tree S.
5: U ←

{
root(T )

}
; denotes a set of un-visited nodes.

6: for v ∈ U do
7: Add v to S.
8: U ← U\ {v}; mark v visited.
9: b(v)← F (v)− depth(v) · δ; is a biased aggregate count of the node v.

10: b(v)← max
{
b(v), θ − δ

}
; to ensure that b(v) is not too small.

11: b̃(v)← b(v) + Lap(λ); noisy version of the biased count.

12: if (b̃(v) > θ); noisy biased count is more than threshold then
13: Add children of v in T to U .

Algorithm 6 PHDStreamTree

1: Input: F ∈ C(T ), the privacy budget parameter ε, the threshold count for a node θ.
2: Output: A stream G ∈ C(T ).
3: Initialize G(v, 0) = 0 for all v ∈ V (T ).
4: for every time t ∈ N do
5: T (t)← PrivTreeT

(
G(·, t− 1) +∇F (·, t), ε/2, θ

)
.

6: d(v, t)←

{
∇F (v, t) + Lap(·, t, 2/ε) if v ∈ L(T (t))
0 otherwise.

7: G(v, t)← G(v, t− 1) + ExtT (d(·, t)) ∀v ∈ V (T ).

Algorithm 7 PHDStream

1: Input: Input data stream f : X ×N→ R, the privacy budget parameter ε, the threshold count
for a node θ.

2: Output: Data stream g.
3: Apply PHDStreamTree (Algorithm 6) for F obtained from f using (3.1), and we convert the

output G into g using (3.2).

In the first step of this algorithm, we consider the previously released synthetic stream G(·, t− 1),

update it with the newly received real data ∇F (·, t), and feed it into PrivTreeT , which produces a

differentially private subtree T (t) of T .

In the next two steps, we compute the updated stream on the tree. It is tempting to choose forG(·, t)

a stream computed by a simple random perturbation as, G(·, t) = G(·, t−1)+∇F (·, t)+Lap(·, t, 2/ε).

The problem, however, is that such randomly perturbed stream would not be differentially private.

Indeed, imagine we make a stream f̃ by changing the value of the input stream f at some time

t ∈ N and point x ∈ X by 1. Then the sensitivity condition in Definition 2.3.2 holds. But when

we convert f into a consistent function F on the tree, using (3.1), that little change propagates
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up the tree. It affects the values of F not just at one leaf v ∋ x but all of the ancestors of v as

well, and this could be too many changes to protect. In other words, consistency on the tree makes

sensitivity too high, which in turn jeopardizes privacy.

To halt the propagation of small changes up the tree, the last two steps of the algorithm restrict the

function only on the leaves of the subtree. This restriction controls sensitivity: a change to F (v)

made in one leaf v does not propagate anymore, and the resulting function d(v, t) is differentially

private. In the last step, we extend the function d(v, t) from the leaves to the whole tree–an

operation that preserves privacy–and use it as an update to the previous, already differentially

private, synthetic stream G(·, t− 1).

These considerations lead to the following privacy guarantee as announced in Section 2.3.2, that is

in the sense of Definition 2.3.3, for the ∥·∥∇ norm.

Theorem 3.2.1 (Privacy of PHDStream). The PHDStream algorithm is ε-differentially private.

We provide a rigorous analysis of privacy in the next Section 3.3.

3.3. Privacy of PHDStream

In this section, we will first discuss the privacy of PrivTreeT (Algorithm 5). Then using it together

with the privacy of PHDStreamTree (Algorithm 6) we provide the privacy of our overall method

PHDStream (Algorithm 7).

3.3.1. Privacy of PrivTreeT .

Theorem 3.3.1 (Privacy of PrivTreeT ). The randomized algorithm M := PrivTreeT (F, ε, θ) is

ε-differentially private in the ∥·∥C(T ) norm for any θ ≥ 0.

Proof of Theorem 3.3.1. Similar to [79] we define the following two functions:

(3.5) ρλ,θ(x) = ln

(
P
{
x+ Lap(λ) > θ

}
P
{
x− 1 + Lap(λ) > θ

}),

(3.6) ρ⊤λ,θ(x) =


1/λ, x < θ + 1,

1
λ exp

(
θ+1−x

λ

)
, otherwise.
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It can be shown that ρλ,θ(x) ≤ ρ⊤λ,θ(x) for any x.

Let us consider the neighbouring functions F and F̃ such that
∥∥∥F − F̃

∥∥∥
C(T )

= 1 and there exists

v∗ ∈ V (T ) such that F (v∗) ̸= F̃ (v∗). Consider the output S, a subtree of T .

Case 1: F (v∗) > F̃ (v∗)

Note that there will be exactly one leaf node in S that differs in the count for the functions F

and F̃ . Let v1, v2, . . . , vk be the path from the root to this leaf node. As per Algorithm 5, let us

denote the calculated biased counts of any node v ∈ S for the functions F and F̃ as b(v) and b̃(v),

respectively. Then, for any v ∈ S, we have the following relations,

F̃ (v) =


F (v)− 1, v ∈ {v1, v2, v3, . . . , vk}

F (v), otherwise,

b̃(v) =


b(v)− 1, v ∈ {v1, v2, v3, . . . , vk} , b(v) > θ − δ,

b(v), otherwise.

Let there exist an m ∈ [k − 1], s.t. b(vm) ≥ θ − δ + 1 and b(vm+1) = θ − δ. We then show that

there is a difference in count by at least δ between parent and child for all i ∈ [2,m]

b(vi) = F (vi)− δ · depth(v) ≤ F (vi−1)− δ · (depth(vi−1) + 1) ≤ b(vi−1)− δ.

Thus we have,

(3.7)


b(vi−1) ≥ b(vi) + δ ≥ θ + 1, i ∈ [2,m],

b(vi) = θ − δ, otherwise.
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Finally, we can show DP as follows,

ln

 P
{
M(F ) = S

}
P
{
M(F̃ ) = S

}
 =

k−1∑
i=1

ln

 P
{
b(vi) + Lap(λ) > θ

}
P
{
b̃(vi) + Lap(λ) > θ

}
+ ln

 P
{
b(vk) + Lap(λ) ≤ θ

}
P
{
b̃(vk) + Lap(λ) ≤ θ

}


=

m∑
i=2

ln

(
P
{
b(vi) + Lap(λ) > θ

}
P
{
b(vi)− 1 + Lap(λ) > θ

})+

k−1∑
i=m+1

ln

(
P
{
b(vi) + Lap(λ) > θ

}
P
{
b(vi) + Lap(λ) > θ

})

+ ln

 P
{
b(vk) + Lap(λ) ≤ θ

}
P
{
b̃(vk) + Lap(λ) ≤ θ

}


[Using the fact that lnx ≤ 0 for all x ≤ 1]

≤
m∑
i=2

ln

(
P
{
b(vi) + Lap(λ) > θ

}
P
{
b(vi)− 1 + Lap(λ) > θ

})+ 0 + 0.

Using equations (3.5) and (3.6) we have,

ln

 P
{
M(F ) = S

}
P
{
M(F̃ ) = S

}
 ≤ m∑

i=2

ρλ,θ(b(vi)) ≤
m∑
i=2

ρ⊤λ,θ(b(vi)) = ρ⊤λ,θ(b(vm)) +
m−1∑
i=2

ρ⊤λ,θ(b(vi))

=
1

λ
+

m−1∑
i=2

1

λ
exp

(
θ + 1− b(vi)

λ

)
=

1

λ
+

m−2∑
i=1

1

λ
exp

(
θ + 1− b(vm−i)

λ

)
[Using equation (3.7) and b(vm−1) ≥ b(vm) + δ ≥ θ + 1]

≤ 1

λ
+

1

λ

m−2∑
i=1

e−δ/λ ≤ 1

λ
+

1

λ
· 1

1− e−δ/λ
=

1

λ
· 2e

δ/λ − 1

eδ/λ − 1
= ε.

Case 2: F (v∗) < F̃ (v∗)

Following the same notations as Case 1, for any v ∈ S, we have the following relations,

F̃ (v) =


F (v) + 1, v ∈ {v1, v2, v3, . . . , vk} ,

F (v), otherwise,

b̃(v) =


b(v) + 1, v ∈ {v1, v2, v3, . . . , vk} , b(v) ≥ θ − δ,

b(v), otherwise.
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Finally, we can show DP as follows,

ln

 P
{
M(F ) = S

}
P
{
M(F̃ ) = S

}
 =

k−1∑
i=1

ln

 P
{
b(vi) + Lap(λ) > θ

}
P
{
b̃(vi) + Lap(λ) > θ

}
+ ln

 P
{
b(vk) + Lap(λ) ≤ θ

}
P
{
b̃(vk) + Lap(λ) ≤ θ

}


[Since lnx ≤ 0 for all x ≤ 1]

≤ 0 + ln

 P
{
b(vk) + Lap(λ) ≤ θ

}
P
{
b̃(vk) + 1 + Lap(λ) ≤ θ

}
 ≤ ε.

Hence the algorithm is ε-differentially private.

□

Proof of Theorem 3.2.1. It suffices to show that PHDStreamTree is ε-differentially private,

since PHDStream is doing a post-processing on its output which is independent of the input data

stream. Let f and f̃ be neighboring data streams such that
∥∥∥f − f̃

∥∥∥
∇

= 1. Let F and F̃ be the

corresponding streams on the vertices of T respectively. Since f and f̃ are neighbors, there exists

τ ∈ N such that
∥∥∥∇F (·, τ)−∇F̃ (·, τ)

∥∥∥
C(T )

= 1. Note that, at any time t, PHDStreamTree only

depends on ∇Ft from the input data stream. Hence for the differential privacy over the entire

stream, it is sufficient to show that the processing at time τ is differentially private. Note that

both PrivTreeT and the calculation of d(·, t) satisfy ε/2-differential privacy by Theorem 3.3.1 and

by the Laplace Mechanism, respectively. Hence their combination, that is PHDStreamTree at

time τ , satisfies ε-differential privacy. At any t ̸= τ , ∇F (v, t) = ∇F̃ (v, t) for all v ∈ T . Hence

PHDStreamTree satisfies ε-differential privacy for the entire input stream F . □

3.4. Optimizing the algorithm

In Algorithm 6, at any time t, we have to perform computations for every node v ∈ T . Since T

can be a tree with large depth and the number of nodes is exponential with respect to depth, the

memory and time complexity of PHDStreamTree, as described in Algorithm 6 is also exponential

in depth of the tree T . Note however that we do not need the complete tree T , and can limit all

computations to the subtree T (t) as selected by PrivTree at time t. Based on this idea, we propose

a version of PHDStream in Algorithm 8 which is storage and runtime efficient.
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Algorithm 8 Compute efficient PHDStream

1: Input: Input data stream f : X × N → R, a fixed and known tree T , the privacy budget
parameter ε, the threshold count for a node θ.

2: Output: A synthetic data stream g : X × N→ R.
3: Set λ← 2β−1

β−1 ·
2
ε and δ ← λ lnβ.

4: Initialize Ca, Cn, and Cd and make them accessible to Algorithm 9.
5: for every time t ∈ N do
6: Set T (t) as the output of Algorithm 9 with parameters (∇f(·, t), δ, θ, λ, ε/2).
7: Calculate G(v)← Ca(v) + Cn(v) + Cd(v) for all v ∈ leaves(T (t)).
8: Convert G to g(·, t) as per equation 3.2.

Algorithm 9 Modified PrivTreeT subroutine

1: Input: Count of points in X as h : X → R, parameters related to privacy δ, θ, λ, ε′.
2: Output: A subtree T ∗ of T .
3: Initialize an empty subtree T ∗ of T .
4: Initialize a queue Q of un-visited nodes.
5: Push root(T ) to Q.
6: Initialize an empty stack S.
7: while Q is not empty do
8: Pop v from Q.
9: Add v to the subtree T ∗.

10: Find H(v) using h as per equation 3.1.
11: To enforce ancestor consistency, update
12: Ca(v)← 1

β ·
(
Ca(parent(v)) + Cn(parent(v))

)
.

13: Set s(v)← Ca(v) + Cn(v) + Cd(v)
14: Set b(v)←

(
s(v) +H(v)− depth(v) · δ

)
; as biased count of the node v.

15: b(v)← max
{
b(v), θ − δ

}
; to ensure that b(v) is not too small.

16: b̂(v)← b(v) + Lap(λ); noisy version of the biased count.

17: if
(
b̂(v) > θ

)
and children(v) is not empty in T then

18: Push w to Q for all w ∈ children(v) in T .
19: Push v to S.
20: else
21: Update Cn(v)← Cn(v) +H(v) + Lap(2/ε′) .

22: while S is not empty do
23: Pop v from S.
24: To enforce descendant consistency, update
25: Cd(v)←

∑
w∈children(v)

(
Cd(w) + Cn(w)

)
.

Note that in Algorithm 6, at any time t ∈ N, we find the differential synthetic count of any node

v as d(v, t) only if v is a leaf in T (t). To maintain the consistency, as given by equation 3.3, this

count gets pushed up to ancestors or spreads down to the descendants by the consistency extension

operator ExtT . A key challenge in efficiently enforcing consistency is that we do not want to process

nodes that are not present in T (t). Since the operator ExtT is linear if we have the total differential
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synthetic count of all nodes v till time t, that is
∑

t′≤t d(v, t
′), we can find the count of any node

resulting after consistency extension. We track this count in a function Cn : V (T ) → R such that

at any time t, Cn(v) represents the total differential synthetic count of node v for times t′ ≤ t when

v ∈ leaves(T (t′)). We update the value Cn(v) for any node v ∈ leaves(T (t)) as,

Cn(v)← Cn(v) +
(
∇F (v) + Lap(2/ε)

)
.

Furthermore, to efficiently enforce consistency, we introduce Ca and Cd mappings V (T ) → R. At

any time t, Ca(v) and Cd(v) denote the count a node v has received at time t when enforcing

consistency from its ancestors and descendants, respectively. Consistency due to counts being

passed down from ancestors can be enforced with the equation

(3.8) Ca(v) =
1

β
·
(
Ca(parent(v)) + Cn(parent(v))

)
.

Consistency due to counts being pushed up from descendants can be enforced with the equation

(3.9) Cd(v) =
∑

w∈children(v)

(
Cd(w) + Cn(w)

)
.

We assume that Ca(v) = Cn(v) = Cd(v) = 0 for all v ∈ V (T ) at the beginning of Algorithm 8.

With the help of these functions, the synthetic count of any node v ∈ T (t) can be calculated as

s(v) = Ca(v) + Cn(v) + Cd(v).

Algorithm 9 is a modified version of PrivTree Algorithm 5. We use it as a subroutine of Algorithm 8,

where at time t it is responsible for creating the subtree T (t) and updating the values of the functions

Ca, Cn, and Cd.

The algorithm uses two standard data structures called Stack and Queue which are ordered sets

where the order is based on the time at which the elements are inserted. We interact with the data

structures using two operations Push and Pop. Push is used to insert an element, whereas pop is

used to remove an element. The key difference between a Queue and a Stack is that the operation

pop on a Queue returns the element inserted earliest but on a Stack returns the element inserted

latest. Thus Queue and Stack follow the FIFO (first-in, first-out) and LIFO (last-in, first-out)

strategy, respectively.
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3.4.1. Privacy of compute-efficient PHDStream. At any time t ∈ N, the key difference

of Algorithm 8 (compute efficient PHDStream) from Algorithm 7 (PHDStream) is that (1) it does

not compute ∇F (v, t) for any node v ∈ T \ T (t), and (2) it does not use the consistency operator

ExtT and instead relies on the mappings Ca, Cn, and Cd. Note that none of these changes affect

the constructed tree T (t) and the output stream g(·, t). Since both algorithms are equivalent

in their output and Algorithm 7 is ε-differentially private, we conclude that Algorithm 8 is also

ε-differentially private.

3.5. Counters and selective counting

A key step of Algorithm 6 at any time t is Step 6 where we add noise to the leaves of the subtree

T (t). Consider a node v ∈ V (T ) that becomes a leaf in the subtree T (t) for times t ∈ Nv ⊆ N .

In the algorithm, we add an independent noise at each time in Nv. Focusing only on a particular

node, can we make this counting more efficient? The question becomes: given an input stream

of values for a node v as ∇F (v, t) for t ∈ Nv, can we find an output stream of values d(v, ·) in a

differentially private manner while ensuring that the input and output streams are close to each

other? This problem can be solved using Counters as discussed in Section 2.4.

3.5.1. PHDStreamTree with counters. Algorithm 10 is a version of Algorithm 6 with

counters. Here, we create an instance of some counter algorithm for each node v ∈ V (T ). Algo-

rithm 10 is agnostic to the counter algorithm used, and we can even use different counter algorithms

for different nodes of the tree. Since at any time t ∈ N, we only count at the leaf nodes of the tree

T (t), the counter Cv is updated for any node v ∈ V (T ) if and only if v ∈ L(T (t)). Hence the input

to the counter Cv is the restriction of the stream ∇F on the set of times in Nv, that is ∇F (v, ·)
∣∣
Nv

,

where Nv = {t ∈ N | v ∈ L(T (t))}. In the subsequent sections, we discuss a few general ideas about

the use of multiple counters and selectively updating some of them. We use these discussions to

prove the privacy of Algorithm 10 in Subsection 3.5.5.

3.5.2. Multi-dimensional counter. To efficiently prove the privacy guarantees of our algo-

rithm, which utilizes many counters, we introduce the notion of a multi-dimensional counter. A

d-dimensional counter C is a randomized streaming algorithm consisting of d independent counters

C1, C2, . . . , Cd such that it maps an input stream f : N→ Rd to an output stream g : N→ Rd with

g(t) =
(
C1(f(t)1), C2(f(t)2), . . . , Cd(f(t)d)

)
for all t ∈ N. For differential privacy of such counters, we
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Algorithm 10 PHDStreamTree with counters

1: Input: F ∈ C(T ), privacy budget parameter ε, threshold count for a node θ.
2: Output: A stream G ∈ C(T ).
3: Initialize G(v, 0) = 0 for all v ∈ V (T ).
4: Initialize a counter Cv with privacy budget ε/2 for all nodes v ∈ V (T ).
5: for every time t ∈ N do
6: T (t)← PrivTreeT

(
G(·, t− 1) +∇F (·, t), ε/2, θ

)
.

7: d(v, t)←

{
Cv(∇F (v, t)) if v ∈ L(T (t))
0 otherwise.

8: G(v, t)← G(v, t− 1) + ExtT (d(·, t)) ∀v ∈ V (T ).

will still use Definition 2.3.3 but with the extension of the norm to streams with multi-dimensional

output as ∥f∥ :=
∑

t∈N
∥∥f(t)∥∥

ℓ1
.

3.5.3. Selective Counting. Let us assume that we have a set of k counters {C1, C2, . . . , Ck}.

At any time t ∈ N, we want to activate exactly one of these counters as selected by a randomized

streaming algorithmM. The algorithmM depends on the input stream f and optionally on the

entire previous output history, that is the time indices when each of the counters was selected and

their corresponding outputs at those times. We present this idea formally as Algorithm 11.

Algorithm 11 Online Selective Counting

1: Input: An input stream f , a set {C1, C2, . . . , Ck} of k counters, a counter-selecting differentially
private algorithmM.

2: Output: An output stream g.
3: Initialize Jl ← ∅,∀ l ∈ {1, 2, . . . , k}.
4: for t = 1 to ∞ do
5: lt ←M(f(t), g(t− 1)).
6: Jlt ← Jlt ∪ {t}; Add time index t for counter lt.
7: Set g(t)←

(
lt, Clt(f(t))

)
; Selected counter and updated count.

3.5.4. Privacy of selective counting.

Theorem 3.5.1. (Selective Counting) Let Ci, i ∈ {1, 2, . . . , k} be εC-DP. Let M be a counter-

selecting streaming algorithm that is εM -DP. Then, Algorithm 11 is (εM + εC)-DP.

Proof. Let us denote Algorithm 11 as A. Let f and f̃ be neighboring data streams with∥∥∥f − f̃
∥∥∥ = 1. Without loss of generality, there exists τ ∈ N such that f(τ) = f̃(τ) + 1. Let g be

the output stream we are interested in. Let f |[t] denote a restriction of the stream f until time t

for any t ∈ N.
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Since the input streams are identical till time τ , we have,

P
{
A
(
f |[τ−1]

)
= g|[τ−1]

}
= P

{
A
(
f̃
∣∣∣
[τ−1]

)
= g|[τ−1]

}

At time τ , let g(τ) = (lτ ,mτ ). SinceM is εM -DP, we have,

P
{
M
(
f |[τ ], g|[τ−1]

)
= lτ

}
≤ eεM · P

{
M
(
f̃
∣∣∣
[τ ]
, g|[τ−1]

)
= lτ

}
.

Moreover, sinceMlτ is εC-DP,

P
{
Clτ
(
f |Jlt

)
= mτ

}
≤ eεC · P

Clτ
(
f̃
∣∣∣
Jlt

)
= mτ

 .

Combining the above two we have,

P
{
A
(
f |[τ ]

)
= g(τ)

}
= P

{
A
(
f |[τ−1]

)
= g|[τ−1]

}
· P
{
M
(
f |[τ ], g|[τ−1]

)
= lτ

}
· P
{
Clτ
(
f |Jlt

)
= mτ

}

≤ P

{
A
(
f̃
∣∣∣
[τ−1]

)
= g|[τ−1]

}
· eεMP

{
M
(
f̃
∣∣∣
[τ ]
, g|[τ−1]

)
= lτ

}
· eεCP

Clτ
(
f̃
∣∣∣
Jlt

)
= mτ


= e(εM+εC) · P

{
A
(
f̃
∣∣∣
[τ ]

)
= g(τ)

}
.

At any time t > τ , since the input data streams are identical, we have,

P
{
A
(
f |[t]

)
= g|[t]

}
≤ e(εM+εC) · P

{
A
(
f̃
∣∣∣
[t]

)
= g|[t]

}
.

Hence, algorithm A is (εM + εC)-DP. □

Note the following about Algorithm 11 and Theorem 3.5.1: (1) each individual counter can be of

any finite dimensionality, (2) we do not assume anything about the relation among the counters,

(3) the privacy guarantees are independent of the number of counters, and (4) the algorithm can

be easily extended to the case when the input streams to all sub-routines C1, C2, . . . , Ck, and M

may be different.
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3.5.5. Privacy of PHDStreamTree with counters. We first show that Algorithm 10 is a

version of the selective counting algorithm (Algorithm 11). Let P(T ) be a set of all possible subtrees

of the tree T . Since each node v ∈ T is associated with a counter, the collection of counters in L(S)

for any S ∈ P(T ) is a multi-dimensional counter. Moreover, for any neighboring input streams F

and F̃ with
∥∥∥F − F̃

∥∥∥
∇
= 1, at most one leaf node will differ in the count. Hence L(S) is a counter

with ε/2-DP. P(T ) is thus a set of multi-dimensional counters, each satisfying ε/2-DP. PrivTreeT at

time t selects one counter as L(T (t)) from P(T ) and performs counting. Hence, by Theorem 3.5.1,

Algorithm 10 is ε-DP.

3.6. Experiments and results

3.6.1. Datasets. We conducted experiments on datasets with the location (latitude and lon-

gitude coordinates) of users collected over time. We analyzed the performance of our method on

two real-world and three artificially constructed datasets. The two real-world datasets used are

Gowalla [14] and NY Taxi [20]. One of the artificially constructed datasets is a version of Gowalla

with deletion. The other two artificial datasets both have points on concentric circles, the difference

being one has a deletion of points and the other doesn’t. We discuss these in detail in the next

subsections.

(a) Gowalla (b) New York taxi (over NY State) (c) New York
Taxi (over road
network of Man-
hattan)

Figure 3.1. Geometry used for datasets

3.6.1.1. Gowalla. The Gowalla dataset [14] contains location check-ins by a user along with

their user-id and time on the social media app Gowalla. For this dataset, we use the natural land
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geometry of Earth except for the continent Antarctica (see Figure 3.1a). The size of the dataset

after restriction to the geometry is about 6.2 million. We limit the total number of data points to

about 200 thousand and follow a daily release frequency based on the available timestamps.

3.6.1.2. Gowalla with deletion. To evaluate our method on a dataset with deletion that repre-

sents a real-world scenario, we create a version of the Gowalla dataset with deletion. Motivated

by the problem of releasing the location of active coronavirus infection cases, we consider each

check-in as a report of infection and remove this check-in after 30 days indicating that the reported

individual has recovered.

3.6.1.3. NY Taxi. The NY Taxi dataset [20] contains the pickup and drop-off locations and

times of Yellow Taxis in New York. For this dataset, we only use data from January 2013 which

already has more than 14 million data points. We keep the release frequency to 6 hours and restrict

total data points to about 105 sampling proportional to the number of data points at each time

within the overall time horizon. We consider two different underlying geometries for this dataset.

The first is the natural land geometry of the NY State as a collection of multiple polygons. The

second is the road network of Manhattan Island as a collection of multiple curves. We include

a figure of these geometries in Figure 3.1b and Figure 3.1c respectively. The second geometry is

motivated by the fact that the majority of taxi pickup locations are on Manhattan Island and also

on its road network.

(a) Without deletion, where density on both circles grow with time

(b) With deletion, where the density gradually changes from predominantly on the outer circle to the inner
circle

Figure 3.2. Scatter plot for the simulated datasets of two concentric circles show-
ing the resulting location of users at four different times steps progressing from left
to right
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3.6.1.4. Concentric circles. We also conducted experiments on an artificial dataset of points

located on two concentric circles. As shown in Figure 3.2, we have two different scenarios of this

dataset: (a) where both circles grow over time and (b) where the points first appear in one circle

and then gradually move to the other circle. Scenario (b) helps us analyze the performance of our

algorithm on a dataset where (unlike Gowalla and NY Taxi datasets) the underlying distribution

changes dramatically. We also wanted to explore the performance of our algorithm based on the

number of data points it observes in initialization and then at each batch. Thus for this dataset,

we first fix a constant batch size for the experiment and then index time accordingly. Additionally,

we keep initialization time t0 as a value in [0, 1] denoting the proportion of total data the algorithm

uses for initialization. We explore various parameters on these artificial datasets such as batch size,

initialization data ratio, and sensitivity.

(a) Gowalla (b) Gowalla with deletion (c) NY Taxi

Figure 3.3. Cummulative count as time progresses for Gowalla and NY Taxi
Dataset. The plot illustrates our motivation for the choice of initialization time.

3.6.2. Initialization time. In Figure 3.3, we show how the total number of data points change

with time for the Gowalla and NY Taxi Datasets. For our algorithm to work best, we recommend

having points in the order of at least 100 at each time of the differential stream. Hence, based on

the cumulative count observed in Figure 3.3 we select minimum t0 = 100 for Gowalla, t0 = 150 for

Gowalla with deletion, and t0 = 0 for NY Taxi datasets.

3.6.3. Compute and implementation details. All the experiments were performed on a

personal device with 8 cores of 3.60GHz 11th Generation Intel Core i7 processor and 32 GB RAM.

Given the compute restriction, for any of the datasets mentioned below, we limit the total number

of data points across the entire time horizon to the (fairly large) order of 105. Moreover, the
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maximum time horizon for a stream we have is 300 for Gowalla Dataset. We consider it to be

sufficient to show the applicability of our algorithm for various use cases.

We implement all algorithms in Python and in order to use the natural geometry of the data

domain we rely on the spatial computing libraries GeoPandas [43], Shapely [31], NetworkX [35],

and OSMnx [9]. These libraries allow us to efficiently perform operations such as loading the

geometry of a particular known region, filtering points in a geometry, and sampling/interpolating

points in a geometry.

3.6.4. Counters. Out of the Simple, Block, and Binary Tree counters (Section 2.4) that

were of interest to us, we only use show the results with simple counter here. Figure 3.4 shows

an experiment comparing these counters. We observe that the Binary Tree algorithm should be

avoided on streams of small time horizons, say T < 100. Block counter appears to have lower errors

for T > 30. However, due to the large growth in error within a block, for T < 30 it is unclear

if the Block counter is better than the Simple counter. Due to these observations, we restrict our

experiments to the Simple and Block counters only. Note that the optimal size of the block in a

Block Counter is suggested to be ⌊
√
t⌋ where t is the time horizon for the stream. However, in our

method, we do not know in advance the time horizon for the stream that is input for a particular

counter. After multiple experiments, we found that a Block counter with size 8 was most effective

for our method PHDStream for the datasets in our experiments.

(a) Long time horizon of 212 = 4096 (b) Short time horizon of 27 = 128

Figure 3.4. Comparing Simple, Block with size 8, and Binary Tree counters with
privacy budget ε = 0.5. The true data is a random bit stream of 0s and 1s. On the
y-axis, we have the absolute error in the value of the counter at any time averaged
over 10 independent runs of the counter algorithm.
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3.6.5. Initialization. Many real-world datasets such as Gowalla have a slow growth at the

beginning of time. In practice, we can hold the processing of such streams until some time t0 ∈ N,

which we refer to as initialization time, until sufficient data has been collected. Thus for any input

data stream f : X ×N→ R and initialization time t0 ∈ N, we use a modified stream f̂ : X ×N→ R

such that f̂(·, t) = f(·, t + t0 − 1) for all t ∈ N. We discuss the effects of initialization time t0 on

the algorithm performance in detail in Section 3.6.8

3.6.6. Baselines. Let ε be our privacy budget. Consider the offline synthetic data generation

algorithm as per [79], which is to use PrivTreeT with privacy budget ε/2 to obtain a subtree S of

T , generate the synthetic count of each node v ∈ L(S) by adding Laplace noise with scale 2/ε, and

sample points in each node v ∈ L(S) equal to their synthetic count. Let us denote this algorithm as

PrivTreeT +Counting. A basic approach to convert an offline algorithm to a streaming algorithm

is to simply run independent instances of the algorithm at each time t ∈ N. We presented this idea

as a framework in Algorithm 1. Building on the same idea, we create the following three baselines

and compare our algorithm with them.

Baseline 1) Offline PrivTree on stream: At any time t ∈ N, we run an independent version of

the offline PrivTreeT +Counting on f(·, t), that is the stream data at time t. We want to emphasize

that to be differentially private, this baseline requires a privacy parameter that scales with time t

and it does NOT satisfy differential privacy with the parameter ε. Thus we expect it to perform

much better with an algorithm that is ε-DP. We still use this method as a baseline since, due to

a lack of DP algorithms for streaming data, industry applications sometimes naively re-run DP

algorithms as more data is collected. However, we show that PHDStream performs competitively

close to this baseline.

Baseline 2) Offline PrivTree on differential stream Similar to Baseline 1, at any time t ∈ N,

we run an independent version of the offline PrivTreeT +Counting algorithm, but with the input

data ∇f(·, t), that is the differential data observed at t. This baseline satisfies ε-DP. For a fair

comparison, at time t, any previous output is discarded and the current synthetic data is scaled by

the factor |f(·, t)|/|∇f(·, t)|.

Baseline 3) Initialization with PrivTree, followed by counting with counters: We first

use the offline PrivTreeT +Counting algorithm at only the initialization time t0 and get a subtree

S of T as selected by PrivTree. We then create a counter for all nodes v ∈ L(S) with privacy
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budget ε. At any time t > t0, S is not updated, and only the counter for each of the nodes in L(S)

is updated using the differential stream ∇f(·, t). This baseline also satisfies ε-DP. Note that this

algorithm has twice the privacy budget for counting at each time t > t0 as we do not update S. We

only have results for this baseline if t0 > 0. We show that PHDStream outperforms this baseline if

the underlying density of points changes sufficiently with time.

3.6.7. Performance metric. We evaluate the performance of our algorithm against range

counting queries, that count the number of points in a subset of the space X . For X ′ ⊆ X , the

associated range counting query qX ′ over a function h : X → R is defined as qX ′(h) :=
∑

x∈X ′ h(x).

In our experiments, we use random rectangular subsets of X as the subregion for a query. Similar

to [79], we generate three sets of queries: 10, 000 small, 5000 medium, and 1000 large with area

in [0.01%, 0.1%), [0.1%, 1%), and [1%, 10%) of the space X respectively. We use average relative

error over a query set as our metric. At time t, given query set Q, the relative error of a synthetic

stream g : X × N→ R as compared to the input stream f : X × N→ R is thus defined as,

r(Q, f, g, t) :=
1

|Q|
∑
q∈Q

∣∣q(f(·, t))− q(g(·, t))
∣∣

max
(
q(f(·, t)), 0.001|f(·, t)|

)
where 0.001|f(·, t)| or 1% of |f(·, t)| is a small additive term to avoid division by 0. We evaluate

the metric for each query set at a regular time interval and report our findings.

3.6.8. Key results. Our analysis indicates that PHDStream performs well across various

datasets and hyper-parameter settings. We include some of the true and synthetic data images in

Section 3.7. Due to space constraints, we limit the discussion of the result to a particular setting

in Figure 3.5 where we fix the privacy budget to ε = 1, sensitivity to 2, query set to small queries,

and explore different values for initialization time t0. For further discussion, refer to Sections 3.7

and 3.6.9.

PHDStream remains competitive to the challenging non-differentially private Baseline 1 and in

almost all cases, it outperforms the differentially private Baseline 2. It also outperforms Baseline 3

if we initialize the algorithm sufficiently early. We discuss above mentioned observations together

with the effect of various hyper-parameters below.

Initialization time: If the dataset grows without changing the underlying distribution too much,

it seems redundant to update T (t) with PrivTreeT at each time t ∈ N. Moreover, when counting
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(a) Gowalla

(b) Gowalla with deletion

(c) New York taxi (over NY State)

(d) Concentric circles with deletion

Figure 3.5. The progression of relative error in small range queries with time. All
experiments are with privacy budget ε = 0.5. Each subplot has a time horizon on
the x-axis and corresponds to a particular value of t0 (increasing from left to right).

using fixed counters, we know that error in a counter grows with time so the performance of the

overall algorithm should decrease with time. We observe the same for higher values of initialization

time in Figure 3.5. Moreover, we see that Baseline 3, which uses PrivTree only once, outperforms

PHDStream for such cases.

Counter type: In almost all cases, for the PHDStream algorithm, the Simple counter has better

performance than the Block 8 counter. This can be explained by the fact that for these datasets,

the majority of nodes had their counter activated only a few times in the entire algorithm. For
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example, when using the Gowalla dataset with t0 = 100, on average, at least 90% of total nodes

created in the entire run of the algorithm had their counter activated less than 40 times.

Sensitivity and batch size: We explore various values of sensitivity and batch size and the

results are as expected - low sensitivity and large batch size improve the algorithm performance.

For more details see Section 3.6.9.

3.6.9. Additional results. Figures 3.6, 3.7, 3.8, 3.9, 3.10, and 3.11 show a comparison of

performances on different datasets for small-range queries. Each subplot has a time horizon on the

x-axis and corresponds to a particular value of privacy budget ε (increasing from left to right) and

initialization time t0 (increasing from top to bottom). We do not show PHDStream with Block

counter and Baseline 2 in these figures as they both have very large errors in some cases and that

distorts the scale of the figures. We also show some results on medium and large scale range queries

(as described in Section 3.6.7) for the dataset Gowalla in Figures 3.12, 3.13 and for the dataset

Gowalla with deletion in Figures 3.14, 3.15 respectively.

Figure 3.6. Query error for PHDStream over the dataset Gowalla and small range
queries.
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Figure 3.7. Query error for PHDStream over the dataset Gowalla with deletion
and small range queries.

Figure 3.8. Query error for PHDStream over the dataset New York (over NY
state) and small range queries.
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Figure 3.9. Query error for PHDStream over the dataset New York (over Man-
hattan road network) and small range queries.

Figure 3.10. Query error for PHDStream over the dataset Concentric circles no
deletion and small range queries.
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Figure 3.11. Query error for PHDStream over the dataset Concentric circles with
deletion and small range queries.

Figure 3.12. Query error for PHDStream over the dataset Gowalla and medium
range queries.
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Figure 3.13. Query error for PHDStream over the dataset Gowalla and large range
queries.

Figure 3.14. Query error for PHDStream over the dataset Gowalla with deletion
and medium range queries.
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Figure 3.15. Query error for PHDStream over the dataset Gowalla with deletion
and large range queries.
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3.7. Synthetic data scatter plots

In this section, we present a visualization of the synthetic data generated by our algorithm PHD-

Stream with the Simple counter. We present scatter plots comparing the private input data with

the generated synthetic data in Figures 3.16, 3.17, 3.18, and 3.19 for the datasets Gowalla, NY

Taxi, and Concentric Circles with deletion respectively. Due to space limitations, we only show

the datasets a few times, with time increasing from left to right. In each of the figures mentioned

above, the first row corresponds to the private input data and is labeled ”True”. In each subplot,

we plot the coordinates present at that particular time after accounting for all additions and dele-

tions so far. Each of the following rows corresponds to one run of the PHDStream algorithm with

the Simple counter and for a particular privacy budget ε as labeled on the row. In each subplot,

we use black dashed lines to create a partition of the domain corresponding to the leaves of the

current subtree as generated by PrivTreeT . For comparison, we overlay the partition created by

the algorithm with ε = 0.5 on the true data plot as well.

Figure 3.16. Scatter plot of True and Synthetic data (generated by PHDStream)
over the Gowalla dataset for initialization time index t0 = 100
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Figure 3.17. Scatter plot of True and Synthetic data (generated by PHDStream)
over the New York dataset over NY State for initialization time index t0 = 2

Figure 3.18. Scatter plot of True and Synthetic data (generated by PHDStream)
over the New York dataset over road network of Manhattan for initialization time
index t0 = 2
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Figure 3.19. Scatter plot of True and Synthetic data (generated by PHDStream)
over the Concentric circles with deletion dataset for initialization data ratio t0 = 0.1,
constant batch size 500
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CHAPTER 4

Differentially Private Synthetic Tabular Stream

4.1. Motivation

In Chapter 3 we introduced the problem of multi-dimensional privacy-preserving synthetic data

generation. However, we used a method based on a hierarchical decomposition of the space X .

While this method works efficiently for low-dimensional spaces, it would not scale well to high-

dimensional spaces since the number of nodes will grow exponentially with dimension leading to

large time complexity and poor utility.

A typical case of high-dimensional data is tabular data, where each record in the dataset consists

of (say) p fixed attributes. For example, a dataset about patient records in a hospital, and the

census records of a country. Such datasets when freely available to be used by the researchers can

be extremely helpful in making informed decisions in domains such as healthcare and public policy.

Many existing works have considered the task of differentially private release of synthetic tabular

datasets such as [6,29,36,44,54,56,57,58,67,78]. A lot of these works measure the quality of the

generated synthetic tabular data using some test functions which typically capture linear statistics

of the data. While the task of creating synthetic data for one-time release has been well explored,

the task of streaming synthetic data has not. We provide an algorithm for streaming tabular and

high-dimensional synthetic data.

4.2. Problem setup

Let X = X1×X2× . . .×Xp denote a space of p dimensional points such that Xi is a discrete space

of size |Xi| for any i ∈ [p]. For example, if each data point results from a survey of p boolean

questions, then X = {0, 1}p. Let f : X × N → N be an input stream where f(x, t) denotes the

count of point x at time t. We provide an algorithm that generates a privacy-preserving synthetic

data stream g : X × N → N that accurately represents the input stream f . We define the term

“accurately” rigorously in the subsequent subsections.
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Note that here we have assumed that Xi is discrete for all i ∈ [p]. While this assumption may

not hold in practice, we can discretize a continuous space by spending some of the privacy budget

to create a differentially private histogram and mapping each point to the histogram bin. Some

existing works such as [67] have also used PrivTree for creating the histogram.

4.2.1. Marginal queries. In this work, we measure the accuracy of our output stream using

marginal queries. A marginal query is a low-dimensional counting query and a formal definition is

provided in Definition 4.2.1.

Definition 4.2.1 (k-way marginal query). A k-way marginal query q : X → {0, 1} is a mapping

defined by a tuple (c1, c2, . . . , ck) of k column indices and their corresponding values (v1, v2, . . . , vk)

such that vi ∈ Xci for all i ∈ [k] and the mapping is defined as,

(4.1) q(x) =
k∏

i=1

(
1{xci=vi}

)
,

for any x ∈ X .

With a slight abuse of notation, we extend the definition of marginal query from points to datasets

in Definition 4.2.2.

Definition 4.2.2 (k-way marginal query for a dataset). A k-way marginal query q can be extended

to any dataset h : X → N as,

(4.2) q(h) =
∑
x∈X

h(x)q(x)

4.2.2. Accuracy of a one-time algorithm. The quality of an algorithm generating a syn-

thetic dataset is typically measured by the aggregate performance of the generated synthetic data

over marginal queries. We define the accuracy formally in Definition 4.2.3.

Definition 4.2.3 (Accuracy of an algorithm for synthetic dataset generation). Let A be a random-

ized algorithm that maps an input dataset f : X → N to a synthetic dataset g : X → N. Then, for

any β > 0, A is said have an accuracy of (α, β), with respect to a set of marginal queries Q, if

(4.3) P
{
max
q∈Q

∣∣q(g)− q(f)
∣∣ ≥ α

}
≤ β,

where the probability is taken over the randomness of the algorithm A.
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4.2.3. Accuracy of a streaming algorithm for synthetic stream generation. A natural

extension of the definition of accuracy from datasets, as presented in Definition 4.2.3, to streams

can be created by restricting the stream to any time t ∈ N and looking at the accuracy of the

dataset present at that time. Definition 4.2.4 builds upon this idea and provides a way to measure

the accuracy of streaming algorithms generating synthetic streams.

Definition 4.2.4 (Accuracy of a streaming algorithm). Let A be a randomized streaming algorithm

that maps an input stream f : X ×N→ N to a synthetic stream g : X ×N→ N. Then, at any time

t ∈ N and for any β > 0, A is said have an accuracy of (α, β), with respect to a set of marginal

queries Q, if

(4.4) P
{
max
q∈Q

∣∣q(gt)− q(ft)
∣∣ ≥ α

}
≤ β,

where the probability is taken over the randomness of the algorithm A. Here, α may be a function

of β and t.

4.3. Offline tabular synthetic dataset generation

Our streaming algorithm uses many ideas from offline algorithms in the literature for dataset

generation. Let us first discuss these ideas. Consider the task of generating synthetic tabular data

when the dataset is available at once (offline). Let f : X → N be a dataset. Assume we are

interested in generating a synthetic dataset g : X → N that is accurate for marginal queries Q. A

straightforward approach to generating the synthetic dataset would be: (1) generate a differentially

private measurement for all queries using the Laplace Mechanism as

m =

(
q(f) + Lap

(
∆q

ε/|Q|

))
q∈Q

;

(2) find a dataset that minimizes the maximum error over the query set by solving the following

optimization problem,

(4.5) argmin
g∈NX

max
q∈Q

∣∣mq − q(g)
∣∣ .

There are however two key problems with this approach: (1) the size of the query set is typically

polynomial in the dimension p which leads to a very small budget for answering an individual query,
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Algorithm 12 Meta algorithm: generating differentially private synthetic tabular dataset

1: Input: Given dataset f , an ordered set of queries Q, privacy budget ε, a differentially private
selection mechanism ASelect, a subroutine ADataset to find a dataset given noisy query mea-
surements, and the number of iterations k.

2: Output: A dataset g ∈ NX .
3: Create a dataset h0 ∈ NX with h0(x) = 1 for all x ∈ X .
4: Set M ← ∅ as a set of selected queries and their measurements.
5: for i = 1, 2, . . . , k do
6: Set ei ←

(∣∣q(hi−1)− q(f)
∣∣)

q∈Q as the error in queries.

7: Select: li ← ASelect(ei, 2/ε), an index of query.

8: Measure: mi ← qli(f) + Lap
(
2∆qli

/ε
)
, value of query.

9: Set M ←M ∪ {(qli ,mi)}; add selected query and its value.
10: Optimize: Dataset hi ← ADataset(M,hi−1).

that is a large amount of noise is added in Laplace Mechanism, and (2) the optimization problem in

equation (4.5) is a high-dimensional discrete optimization problem which is NP-Hard and cannot be

solved in time polynomial in dimension p. Many existing algorithms thus circumvent the above two

problems by: (1) measuring only a subset of the queries in Q which have the largest error, and (2)

approximating the optimization problem in Equation 4.5. Let us first assume that we have a way

to model the data distribution given the noisy measurements. Let ADataset be one such subroutine

that takes as input noisy measurements of the queries in Q an initialization dataset (say) h ∈ NX ,

to provide a dataset g ∈ NX that complies with the measurements. In Section 4.3.1, we use ADataset

as a black-box subroutine and discuss how to iteratively select and measure a subset of the queries.

In Section 4.3.2, we then look at some of these methods for creating the dataset given a value of

the queries.

4.3.1. The Select, Measure, Learn, and Iterate paradigm. Algorithm 12 is a meta-

algorithm describing the “select, measure, optimize, and iterate” paradigm. This paradigm is used

in several existing methods and has been shown to achieve good empirical accuracy [54]. The

algorithm has a fixed number of iterations k. It receives two subroutine algorithms ASelect and

ADataset which can be treated as a black box for now. ASelect is a differentially private algorithm

used for selection, whereas ADataset does not guarantee differential privacy and is used to create a

dataset based on the values of the queries. Algorithm 12 iteratively produces a series of synthetic

datasets h1, h2, . . . , hk that are, hopefully, more and more closer to the true data f as per the

queries Q. In each iteration i, the following happens: (1) using the subroutine ASelect, while
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upholding differential privacy, we select a query qli that has the most error on the current synthetic

dataset hi−1; (2) an approximation of the value of this query is generated as mi using the Laplace

Mechanism; and finally (3) the dataset is updated from hi−1 to hi by using the sub-routine ADataset.

4.3.2. Dataset complying with queries. In this subsection, we discuss some algorithms

that can be used for ADataset in Algorithm 12.

4.3.2.1. Multiplicative Weights Exponential Mechanism (MWEM). [36] first introduced the idea

of Algorithm 12 and used the Multiplicative Weights (MW) algorithm as ADataset. With the MW

algorithm, Step 10 of Algorithm 12 results in a dataset hi that is |f | times the distribution that

satisfies

hi(x) ∝ hi−1(x) · exp
(
qli(x) ·

mi − qli(hi−1)

2|f |

)
.

MWEM solves a convex approximation of Equation (4.5) over the probability simplex in X , we

refer the reader to [54] for more details. The algorithm comes with a theoretical guarantee and

works quite well for low-dimensional datasets. However, since it requires maintaining a probability

distribution over X , it becomes computationally intractable for many real-world datasets.

4.3.2.2. Probabilistic Graphical Model (PGM). An alternative to the MW algorithm as ADataset

in Algorithm 12 is the Probabilistic Graphical Model (PGM) algorithm [58]. PGM further approx-

imates the optimization problem by restricting the solution space from all possible distributions on

X to distributions that can be represented as a graphical model of the form

Pθ(x) =
1

Z
exp

∑
C∈C

θC(xC)

,

for all x ∈ X . Here, C ⊆ 2[d] is a collection of subsets of [d], θC is a function for each C ∈ C, xC

is the restriction of x ∈ X on the column indices in C, and Z is a normalization constant. Thus

the model Pθ is defined by low-dimensional functions θC , one for each C ∈ C. The algorithm uses

a proximal algorithm to solve the resulting convex optimization problem. PGM has been shown to

perform very well in practice and we will be using it in our experiments.
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Algorithm 13 Baseline algorithm: StreamingMWEM

1: Input: An input data stream f , an ordered set of marginal queries Q, number of marginals to
select at any time k, the privacy budget ε.

2: Output: A synthetic stream g.
3: Initialize g(0, x)← 1 for all x ∈ X .
4: for t = 1, 2, . . . do
5: Set It,0 ← ∅.
6: for l = 1, 2, . . . , k do
7: Set Jt,l ← [|Q|] \ It,l−1; as query indices not selected.
8: Set et,l ←

(
|qi(∇ft)− qi(ht,l−1)|

)
i∈Jt,l

.

9: // Exponential Mechanism
10: Sample a query index ηt,l such that for any i ∈ Jt,l,

P
{
ηt,l = i

}
∝ exp

(
ε

2k
(et,l)i

)
.

11: Using j as a shorthand for ηt,l.
12: Set It,l ← It,l−1 ∪ {j}.

13: // Laplace Mechanism

14: Set m(t, j)← qj(∇ft) + Lap
(
2k
ε

)
.

15: // Multiplicative weights
16: Set ht,l as |∇ft| times the distribution that satisfies

ht,l(x) ∝ ht,l−1(x) · exp
(
qj(x) ·

mj − qj(ht,l−1)

2|∇ft|

)
17: Set gt ← gt−1 + avgl∈[k] ht,l.

4.4. Baseline: Streaming MWEM

We will use Algorithm 1 as our baseline where we simply run an independent version of some offline

algorithm on differential data at each time t ∈ N. As per Theorem 2.3.4, we know that this method

satisfies ε-differential privacy.

Next, we discuss the theoretical accuracy of the baseline algorithm. For this discussion, we look

at a version of this algorithm by fixing the offline mechanism A in Algorithm 1 as the MWEM

algorithm [36] as mentioned in Section 4.3.2.1. Let us refer to the streaming version of MWEM as

per Algorithm 1 as StreamingMWEM and we present the complete algorithm in Algorithm 13.

Theorem 4.4.1 (Accuacy of StreamingMWEM). At any time t ∈ N, StreamingMWEM (Algo-

rithm 13) is

(
O
(
|ft|2/3

(
(t log t) ln |X | ln |Q|

εβ

)1/3)
, β

)
accurate with respect to the set of marginal

queries Q.
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Proof. The below analysis is similar to the analysis of (offline) MWEM algorithm due to [36].

Let us focus the analysis on iteration l of time t.

Selection error: First, we will analyze the error in query selection at Step 9. Let maxerrt,l denote

the maximum possible absolute difference between values of any query in Q as measured on ht,l−1

and ∇ft, that is,

(4.6) maxerrt,l = max
q∈Q

∣∣q(ht,l−1)− q(ft)
∣∣ .

At the lth iteration at time t, we select the query with index j, where j is a shorthand for et,l. By

the utility of exponential mechanism (Theorem 2.2.9) invocated with a privacy budget ε/2k and

sensitivity 1, for any β > 0, we have,

(4.7) P
{∣∣qj(ht,l−1)− qj(∇ft)

∣∣ ≤ maxerrt,l−
4k

ε
ln
|Q|
β

}
≤ β.

Additive error: Let us now analyze the error due to the Laplace Mechanism at Step 13. Let adderrt,l

denote the additive error when measuring the query qet,l , that is,

(4.8) adderrt,l =
∣∣∣mt,l − qet,l(∇ft)

∣∣∣ .
Again using j as shorthand for et,l. By concentration of the Laplace random variable (Lemma 2.2.1.1)

we have, that for a noise of scale 2k
ε ,

(4.9) P
{∣∣∣mt,l − qet,l(∇ft)

∣∣∣ > 2k

ε
log

1

β

}
= β.

Relative entropy: Similar to [36] we rely on relative entropy to show improvement in each iteration

by using the multiplicative weights algorithm. Let the relative entropy at the end of iteration l at

time t be given as

(4.10) Ψt,l =
1

|∇ft|
∑
x∈X
∇ft(x) ln

(
∇ft(x)
ht,l(x)

)
.

61



Then we have the following relations,

Ψt,l ≥ 0,(4.11)

Ψ0,0 ≤ ln|X | ,(4.12)

Ψt,l−1 −Ψt,l ≥

(
qet,l(ht,l)− qet,l(∇ft)

2|∇ft|

)2

−

(
mt,l − qet,l(∇ft)

2|∇ft|

)2

.(4.13)

Equation (4.13) can be derived as follows,

Ψt,l−1 −Ψt,l =
1

|∇ft|
∑
x∈X
∇ft(x) ln

(
ht,l(x)

ht,l−1(x)

)

=
1

|∇ft|
∑
x∈X
∇ft(x) ln


ht,l−1(x) · exp

(
qet,l(x) ·

(
mt,l−qet,l (ht,l−1)

2|∇ft|

))
ht,l−1(x)Zt,l

 ,

where Zt,l =
1

|∇ft|
∑

x∈X ht,l−1(x) exp

(
qet,l(x) ·

(
mt,l−qet,l (ht,l−1)

2|∇ft|

))
is the normalization constant.

So,

Ψt,l−1 −Ψt,l =
1

|∇ft|
∑
x∈X
∇ft(x)

qet,l(x) ·

(
mt,l − qet,l(ht,l−1)

2|∇ft|

)
− lnZt,l


=

(
mt,l − qet,l(ht,l−1)

2|∇ft|2

)
qet,l(∇ft)− lnZt,l.
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Using ex ≤ 1 + x+ x2 for all |x| ≤ 1 and

∣∣∣∣qet,l(x) · mt,l−qet,l (ht,l−1)

2|∇ft|

∣∣∣∣ ≤ 1, we have,

Zt,l =
1

|∇ft|
∑
x∈X

ht,l−1(x) exp

qet,l(x) ·

(
mt,l − qet,l(ht,l−1)

2|∇ft|

)

≤ 1

|∇ft|
∑
x∈X

ht,l−1(x)

1 + qet,l(x) ·

(
mt,l − qet,l(ht,l−1)

2|∇ft|

)
+

qet,l(x) ·

(
mt,l − qet,l(ht,l−1)

2|∇ft|

)2


≤ 1 +

(
mt,l − qet,l(ht,l−1)

2|∇ft|

)2

+ qet,l(ht,l−1) ·

(
mt,l − qet,l(ht,l−1)

2|∇ft|2

)
.

=⇒ lnZt,l ≤

(
mt,l − qet,l(ht,l−1)

2|∇ft|

)2

+ qet,l(ht,l−1) ·

(
mt,l − qet,l(ht,l−1)

2|∇ft|2

)
.

Using this in the entropy difference bound we have,

Ψt,l−1 −Ψt,l ≥

(
mt,l − qet,l(ht,l−1)

2|∇ft|2

)(
qet,l(∇ft)− qet,l(ht,l−1)

)
−

(
mt,l − qet,l(ht,l−1)

2|∇ft|

)2

=

(
qet,l(ht,l−1)− qet,l(∇ft)

2|∇ft|

)2

−

(
mt,l − qet,l(∇ft)

2|∇ft|

)2

.(4.14)

Finally: Suppose we are interested in error at time T . Let β > 0 be the failure probability at some

time t ∈ [T ]. Then, using Equations (4.7), (4.9) and (4.13) and a union bound over l ∈ [k], with

probability at least 1− β, for all l ∈ [k] simultaneously,

(4.15) maxerrt,l ≤
∣∣∣qet,l(ht,l−1)− qet,l(∇ft)

∣∣∣+ 4k

ε
log

(
2k|Q|
β

)
,

and,

(4.16) adderrt,l =
∣∣∣mt,l − qet,l(∇ft)

∣∣∣ ≤ 2k

ε
log

(
2k

β

)
.

Combining the above two equations with Equation 4.13 we have, that with probability at least

1− β,

maxerrt,l ≤
(
4|ft|2

(
Ψt,l−1 −Ψt,l

)
+ adderr2t,l

)1/2
+

4k

ε
log

(
2k|Q|
β

)
.
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Finally, we can bound the maximum error in approximating the differential dataset as,

max
q∈Q

∣∣q(∇gt)− q(∇ft)
∣∣ = max

q∈Q

∣∣∣∣q (avgl∈[k] ht,l)− q(∇ft)
∣∣∣∣

≤ avgl∈[k]max
q∈Q

∣∣q(ht,l)− q(∇ft)
∣∣ = avgl∈[k]maxerrt,l

≤ avgl∈[k]

(
4|∇ft|2

(
Ψt,l−1 −Ψt,l

)
+ adderr2t,l

)1/2
+

4k

ε
log

(
2k|Q|
β

)

=

(
4|∇ft|2

k

(
Ψt,0 −Ψt,k

)
+ adderr2t,l

)1/2

+
4k

ε
log

(
2k|Q|
β

)

≤

(
4|∇ft|2

k
ln |X |+ adderr2t,l

)1/2

+
4k

ε
log

(
2k|Q|
β

)

≤ 2|∇ft|
√

ln |X |
k

+
2k

ε
log

(
2k

β

)
+

4k

ε
log

(
2k|Q|
β

)
.

Let us suppose we are interested in error at time T ∈ N. Taking a union bound over time we have,

that with probability at least 1− β, for all t ≤ T simultaneously,

max
q∈Q

∣∣q(gt)− q(ft)
∣∣ ≤ T∑

t=1

max
q∈Q

∣∣q(∇gt)− q(∇ft)
∣∣

≤
T∑
t=1

(
2|∇ft|

√
ln |X |
k

+
2k

ε
log

(
2kt

β

)
+

4k

ε
log

(
2kt|Q|

β

))

≤ 2|fT |
√

ln |X |
k

+
2k

ε

T∑
t=1

log

(
2t|Q|
β

)
+ 2 log

(
2t|Q|2

β

)
≤ 2|fT |

√
ln |X |
k

+
6k

ε

T∑
t=1

log

(
2t|Q|5/3

β

)
≤ 2|fT |

√
ln |X |
k

+
6kT

ε
log

(
2T |Q|5/3

β

)
.

Let us compare the upper bound to a function of the form u(k) = a√
k
+ bk, then we can optimize

for the value of k with k∗ =
(
a
2b

)2/3
. This results in u(k∗) =

(
21/3 + 2−1/3

)
a2/3b1/3. Using this
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optimal value in our upper bound so far, we have,

max
q∈Q

∣∣q(gt)− q(ft)
∣∣ ≤ O

(|fT |√ln |X |
)2/3T

ε
log

(
T |Q|5/3

β

)1/3


≤ O

(
|fT |2/3

(
ln |X | ln |Q| (T log T )

εβ

)1/3
)
.

□

4.5. Main Algorithm

4.5.1. Outline. In a nutshell, our algorithm also follows the “select, measure, optimize, and

iterate” paradigm described in Algorithm 12. At any time t ∈ N, the goal is to ensure that ft and

gt are close to each other as evaluated using the queries Q. We start with a dataset ht,0 = gt−1 and

update it over k iterations from ht,0, ht,1, . . . , to ht,k. At any iteration l ∈ [k], we select a query

index ηt,l ∈ [|Q|] for which our dataset ht,l−1 has approximately the highest error when compared

to ft. We will discuss how exactly this selection is done soon, but for now, let us accept it as a

black-box. At the end of the k iterations, gt is set to some aggregate of the datasets ht,1, ht,2, . . .,

and ht,k. We present our proposed method as a meta-algorithm in Algorithm 14.

4.5.2. Measure. Let m : N× [|Q|]→ R be a map such that m(t, i) denotes our differentially

private approximation of qi(ft), that is the value of query qi ∈ Q at time t. Since a single query

may be selected at multiple time instances, we use a counter algorithm to measure the value of

the query efficiently over time. We associate each query in Q with an instance of some counter

Algorithm, say ACounter. Consider a query qi ∈ Q and let Ci be its corresponding counter. We use

the notation Ci(t) to conveniently refer to the value of the counter Ci at time t. Let Ni(t) ⊆ [t] be

the time instances until time t when the query qi was selected to be measured using the true data.

Also, let N i(t) := [t] \Ni(t) be the time instances until time t at which query qi was not selected.

Then the output Ci(t) of the counter algorithm is based solely on the stream ∇fNi(t).

However, to generate the dataset gt we need an approximate measurement of the value qi(ft). In

other words, we are missing the measurement of the query on times N i(t) when the index i was

not selected. At any such time τ ∈ N i(t), since qi was not selected, we assume that the query value

qi(gτ ) on the synthetic dataset gτ is close to the true value qi(fτ ). We create a map r : N×[|Q|]→ R
65



Algorithm 14 Main algorithm: streaming differentially private synthetic tabular stream

1: Input: An input data stream f , an ordered set of marginal queries Q, number of marginals
to select at any time k, the privacy budget ε, a counter algorithm ACounter, and a subroutine
ADataset to find a dataset given noisy query measurements.

2: Output: A synthetic stream g.
3: Initialize C1, C2, . . . , C|Q| as independent instances of the counter algorithm ACounter, one for

each query in the set Q, with privacy budget ε/2k.
4: Initialize g(0, x)← 1 for all x ∈ X .
5: Initialize m(0, i)← 0 for all i ∈ [|Q|]; query measurements of selected queries
6: Initialize r(0, i)← 0 for all i ∈ [|Q|]; remainder of query value for times when the query is not

selected.
7: for t = 1, 2, . . . do
8: Set It,0 ← ∅.
9: for l = 1, 2, . . . , k do

10: Set Jt,l ← [|Q|] \ It,l−1; as query indices not selected.
11: Set et,l ←

(
|qi(∇ft + gt−1)− qi(ht,l−1)|

)
i∈Jt,l

.

12: ηt,l ← ExponentialMechanism
(
et,l, ε/2k

)
.

13: Using shorthand j for ηt,l.
14: Set It,l ← It,l−1 ∪ {j}.
15: Update counter Cj by counting on ∇ft.
16: Set r(t, j)← r(t− 1, j).
17: Set m(t, j)← Cj + r(t, j).

18: Set ht,l ← ADataset

({(
qi,m(t, i)

)}
i∈It,l

, ht,l−1

)
.

19: Set gt ← avgl∈[k] ht,l.

20: Set Ci(t)← Ci(t− 1) for all i ∈ [|Q|] \ It,k.
21: Set r(t, i)← qi(gt)− Ci(t) for all i ∈ [|Q|] \ It,k.

such that r(t, i) denotes our differentially private approximation of the value of query qi over times

in N i(t). Assuming r(0, i) = 0, we define r(t, i) for any t ∈ N as,

r(t, i) =


qi(gt)− Ci(t), t ∈ Ni(t),

r(t− 1, i), otherwise.

Finally, our differentially private approximation m(t, i) of the query qi at time t becomes

m(t, i) = Ci(t) + r(t, i).

4.5.3. Optimize. At any time t and iteration l, Algorithm 14 uses the Algorithm ADataset as

a subroutine to generate the synthetic dataset ht,l using the query indices selected so far at time t,
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that is {ηt,1, . . . , ηt,l}, and their corresponding differentially private values {m(t, ηt,1), . . . ,m(t, ηt,l)}.

ADataset can be any algorithm and is not required to satisfy differential privacy.

4.5.4. Select. We are finally ready to talk about query selection. During iteration l of time

t, we want to select the query with maximum error over the synthetic dataset ht,l−1 as compared

to the true dataset ft. However, accessing q(ft) results in high sensitivity. Indeed a simple change

at some time τ ∈ N can affect the selection at all times t > τ .

To control the sensitivity, we follow the same trick as in Algorithm 6 and approximate ft as

gt−1 +∇ft for selection. For any query qi ∈ Q, l ∈ [k], and t ∈ N, we define

et,l :=
(
|qi(∇ft + gt−1)− qi(ht,l−1)|

)
i∈[|Q|] .

Finally, we use the Exponential Mecnahism as defined in Definition 2.2.7 for selecting a query index

ηt,l given the vector of query utilities et,l. Note that Algorithm 14 does not find the error for all

queries but instead only for queries that have not been chosen so far at iteration l of time t (whose

indices are in the set Jt,l).

Lemma 4.5.0.1 (Privacy of Algorithm 14). If the algorithm ACounter satisfies ε-differential privacy,

then Algorithm 14 satisfies ε-differential privacy.

Proof. Note that Algorithm 14 is an instance of Algorithm 11 from Chapter 3. Theorem 3.5.1

implies that Algorithm 11 is differentially private. Hence, Algorithm 14 also satisfies differential

privacy. Moreover, since we split the budget as ε/2 for the selection (Exponential Mechanism) and

ε/2 for counters at any time t, Algorithm 14 satisfies ε-differential privacy. □

4.6. Accuracy analysis

In this section, we try to find a bound on the accuracy of Algorithm 14. The analysis mostly

follows what we did in Theorem 4.4.1 and we use the notations maxerrt,l, adderrt,l and Ψt,l from

the proof of that theorem. Additionally, we use the notation maxerrt to denote the maximum error

comparing the input and synthetic stream snapshot at time t, that is

(4.17) maxerrt := max
q∈Q

∣∣q(gt − ft))
∣∣ ,

note that there is only one index in the subscript here, unlike maxerrt,l.
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Selection error: In Algorithm 14, we use an approximation of the true data in the exponential

mechanism, such that at any time t ∈ N, we use ∇ft + gt−1 instead of ft for true data. This

introduces bias which can be analyzed as,

max
q∈Q

∣∣q(ht,l−1)− q(∇ft − gt−1))
∣∣ = max

q∈Q

∣∣q(ht,l−1 − ft)− q(gt−1 − ft−1))
∣∣

≥ max
q∈Q

∣∣∣∣∣q(ht,l−1 − ft)
∣∣−∣∣q(gt−1 − ft−1))

∣∣∣∣∣
≥ max

q∈Q

∣∣q(ht,l−1 − ft)
∣∣−max

q∈Q

∣∣q(gt−1 − ft−1))
∣∣

= maxerrt,l−maxerrt−1 .

At the lth iteration at time t, we select the query with index i, where i is a shorthand for et,l. By

the utility of the Exponential mechanism (Theorem 2.2.9) invocated with a privacy budget ε/2k

and sensitivity 1, we have,

P
{∣∣qi(ht,l−1)− qi(∇ft + gt−1)

∣∣ ≤ max
q∈Q

∣∣q(ht,l−1)− q(∇ft + gt−1)
∣∣− 4k

ε
ln
|Q|
β

}
≤ β

P
{∣∣qi(ht,l−1)− qi(∇ft + gt−1)

∣∣ ≤ maxerrt,l−maxerrt−1−
4k

ε
ln
|Q|
β

}
≤ β

P
{∣∣qi(ht,l−1 − ft) + qi(ft−1 − gt−1)

∣∣ ≤ maxerrt,l−maxerrt−1−
4k

ε
ln
|Q|
β

}
≤ β

P
{∣∣qi(ht,l−1 − ft)

∣∣+max
q∈Q

∣∣q(ft−1 − gt−1)
∣∣ ≤ maxerrt,l−maxerrt−1−

4k

ε
ln
|Q|
β

}
≤ β

P
{∣∣qi(ht,l−1 − ft)

∣∣+maxerrt−1 ≤ maxerrt,l−maxerrt−1−
4k

ε
ln
|Q|
β

}
≤ β,

which results in,

(4.18) P
{∣∣qi(ht,l−1 − ft)

∣∣ ≤ maxerrt,l−2maxerrt−1−
4k

ε
ln
|Q|
β

}
≤ β.

Additive error: Using mt,l = Ci(t) + ri(t), additive error becomes,

(4.19) adderrt,l =
∣∣Ci(t) + ri(t)− qi(ft)

∣∣ .
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Let Ni(t) ⊆ N be the times when query index i is selected by the exponential mechanism at or

before time t. Let N i(t) = [t] \Ni(t). Then,

adderrt,l ≤
∣∣∣∣Ci(t)− qi

(
fNi(t)

)∣∣∣∣+∣∣∣∣ri(t)− qi

(
fN i(t)

)∣∣∣∣
≤
∣∣∣∣Ci(t)− qi

(
fNi(t)

)∣∣∣∣+∣∣∣∣qi(gt−1)− Ci(t− 1)− qi

(
fN i(t)

)∣∣∣∣
≤
∣∣∣∣Ci(t)− qi

(
fNi(t)

)∣∣∣∣+∣∣∣∣qi(gt−1)− Ci(t− 1)− qi

(
fN i(t)

)∣∣∣∣
≤
∣∣∣∣Ci(t)− qi

(
fNi(t)

)∣∣∣∣+∣∣qi(gt−1)− qi(ft−1)
∣∣+∣∣∣∣Ci(t− 1)− qi

(
fNi(t−1)

)∣∣∣∣
By the utility guarantees of the binary tree mechanism we have,

(4.20) P

{∣∣∣∣Ci(t)− qi

(
fNi(t)

)∣∣∣∣ ≥ c

ε
ln

(
1

β

)(
ln
∣∣Ni(t)

∣∣)3/2} ≤ β,

for some constant c.

Overall: Then, using a union bound and Equations (4.18) and (4.20), with probability at least

1− β, for all l ∈ [k] and t ∈ [T ] simultaneously,

(4.21) maxerrt,l ≤
∣∣qi(ht,l−1 − ft)

∣∣+ 2maxerrt−1+
4k

ε
ln

(
2kT |Q|

β

)
,

and

(4.22) adderrt,l ≤
c

ε
ln

(
2kT

β

)((
ln
∣∣Ni(t)

∣∣)3/2 + (ln∣∣Ni(t− 1)
∣∣)3/2)+maxerrt−1 .

Relative entropy Recall that Equation (4.13) from the proof of Theorem 4.4.1 states,

Ψt,l−1 −Ψt,l ≥

(
qet,l(ht,l)− qet,l(ft)

2|ft|

)2

−

(
mt,l − qet,l(ft)

2|ft|

)2

.

Combining the equations we have,

maxerrt,l ≤
(
4|ft|2

(
Ψt,l−1 −Ψt,l

)
+ adderr2t,l

)1/2
+ 2maxerrt−1+

4k

ε
ln

(
2kT |Q|

β

)
.

Then, similar to the proof of Theorem 4.4.1, for any t ∈ [T ], we have,

max
q∈Q

∣∣q(gt)− q(ft)
∣∣ ≤ 2|ft|

√
ln |X |
k

+ adderrt,l +2maxerrt−1+
4k

ε
ln

(
2kT |Q|

β

)
.
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This results in the following recursive relation

(4.23) max
q∈Q

∣∣q(gt)− q(ft)
∣∣ ≤ 2|ft|

√
ln |X |
k

+
2c

ε
ln

(
2kT

β

)
(ln t)3/2+

4k

ε
ln

(
2kT |Q|

β

)
+3maxerrt−1 .

We can simplify the above recursive relation such that at time T we have,

max
q∈Q

∣∣q(gT )− q(fT )
∣∣ ≤ T∑

t=1

3T−t

(
2|ft|

√
ln |X |
k

+
2c

ε
ln

(
2kT

β

)
(ln t)3/2 +

4k

ε
ln

(
2kT |Q|

β

))
.

Note that the above bound has a term exponential in time and thus is not better than what we

had for the accuracy of StreamingMWEM in Theorem 4.4.1. However, the results of our empirical

experiments (Section 4.7.4) suggest that the proposed method outperforms the StreamingMWEM.

The reason that we do not have a better bound in the theoretical proof is that our algorithm

depends on the output of the previous time step, which results in the worst-case recursive relation

as mentioned in Equation (4.23).

4.7. Experiments and results

We explore the performance of our algorithm on real-world datasets. We use Algorithm 14 with

Probabilistic Graphical Model (PGM) [58] as the subroutine ADataset. We briefly introduced PGM

in Section 4.3.2.2. Similar to the experiments in Section 3.6.8 of Chapter 3, we found that the

Simple counter works the best for our use case as we do not have a very large time horizon for the

stream. So, for the experiments in this section, we use the Simple counter as subroutine ACounter.

In the subsequent subsections, we discuss the details of over experiments.

4.7.1. Datasets.

4.7.1.1. Eviction. The Eviction Dataset [1] contains eviction notices filed with the San Francisco

Rent Board from January 1, 1997. The dataset has an attribute “File Date” which represents the

date on which the eviction notice was filed with the Rent Board of Arbitration. We use the value of

this attribute to construct our time index for the stream. We fix a synthetic data release frequency

as weekly or bi-weekly, and based on the attribute File Date and this frequency, create the time

index for our data. In the results, we refer to the corresponding streams as Eviction-weekly and

Eviction-bi-weekly respectively. We limit the dataset to 3 location-based categorical attributes -

“Eviction Notice Source Zipcode”, “Supervisor District”, and “Neighborhoods”, and all binary
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attributes such as - “Non Payment”, “Breach”, and “Illegal Use”. Thus the domain of the dataset

used was 22 dimensional with 19 binary and 3 categorical attributes.

4.7.1.2. Adult. Adult dataset [8] has been used in many previous works in this domain and so

we also use this dataset. We use a processed version of the dataset released in the source code

provided by [54]. Note that there is no notion of time in this dataset. We artificially create time in

two ways which results in the following two streams: (1) Adult-randomized : we fix a constant batch

size say B, that is the number of points that are added at each time, then at any time t, we simply

add B points to our stream that are sampled uniformly at random from the Adult dataset without

replacement; (2) Adult-ordered : the stream is also created by adding a fixed batch of B points,

except the points are selected deterministically, where we first sort the entire dataset in increasing

order and then add the next B points based on the indices at any time. We explore a small and

large value of batch size B as 50 and 200 respectively. Note that the data stream Adult-ordered is

interesting in the sense that the query values may change very drastically over time.

4.7.2. Workload of queries. In the experiments, we aim to preserve all 2-way marginals on

the space X . However, instead of using the set of all 2-way marginals queries as Q, we use the set

of all 2-way workloads.

Definition 4.7.1 (Workload). A k-way workload W is defined by a tuple of k column indices,

(c1, c2, . . . , ck) such that ci ∈ [p] for all i ∈ [k] and c1 < c2 < . . . < ck. Let columns(W ) =

(c1, c2, . . . , ck). Then, W is an ordered collection of all k-way marginal queries on columns(W ),

where the order is taken as the lexicographic order of the values corresponding to queries. Further-

more, we denote the number of marginal queries in W with |W |. The value of a workload over a

dataset f : X → N is defined as the tuple W (f) =
(
q(f)

)
q∈W .

Using workloads instead of marginal queries is a common practice in the literature and is sometimes

referred to as the marginal trick [54]. To see the advantage, note that the collections of queries in

a workload create a disjoint space in the sense that a user can contribute data in at most one of

them. Thus we can use the Parallel composition of differential privacy (Theorem 2.1.4) and do not

have to divide the privacy budget among the queries in a workload when estimating them. In other

words, estimating any workload is a histogram query with sensitivity 1 for any pair of neighboring

datasets. This is true even though there are (likely) multiple queries in the workload.
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Note that since we are now using workloads instead of marginal queries, the following changes are

needed in Algorithm 14 to ensure compatibility,

(1) Q is an ordered set of workloads such that for any i ∈ |Q|, |qi| denotes the number of

marginal queries in qi;

(2) each counter instance Ci, corresponding to the workload qi, is a multi-dimensional counter

of dimension |qi|, as defined in Section 3.5.2 of Chapter 3;

(3) at an iteration l of time t, we define et,l as

et,l =

(
1

|qi|
∥∥qi(∇ft + gt−1)− qi(ht,l−1)

∥∥
ℓ1
−
∣∣∣Xcolumns(qi)

∣∣∣)
i∈Jt,l

,

where
∣∣∣Xcolumns(qi)

∣∣∣ is a bias correction term accounting for the number of queries in a

workload;

(4) for 2-way workloads, the resulting sensitivity of the exponential mechanism is 1
4 .

4.7.3. Evaluation metrics. We measure the performance of our algorithm using the error

introduced by the generated synthetic data in answering queries. Since we use workloads in our

algorithm, we measure the error in queries grouped by the workloads. This results in two levels of

aggregation, one for queries within a workload and the second over different workloads.

Let us assume that we are looking for error at time t for the synthetic stream g given input stream

f and set of workloads Q. Then, we define the workload errors as,

(1) Workload error : For any workload W , we define workload error at time t as the average

error in queries within W , that is

workloadError(W, f, g, t) :=
1

|W |
∑
q∈W

∣∣q(f(·, t))− q(g(·, t))
∣∣ .

(2) Relative workload error : Similar to workload error, for any workload W , we define relative

workload error at time t as the average relative error in queries within W , that is

relativeWorkloadError(W, f, g, t) :=
1

|W |
∑
q∈W

∣∣∣∣q(f(·, t))− q(g(·, t))
q(f(·, t))

∣∣∣∣ .
Our final metric is the aggregated (average and maximum) error over all workloads. Given a set Q

containing workloads, an input stream f , and a synthetic stream g, at any time t we define:
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(1) Average over workload errors (AvgWE): as the average workload error over workloads in

Q, that is

AvgWE(Q, f, g, t) :=
1

|Q|
∑
W∈Q

workloadError(W, f, g, t).

(2) Maximum over workload errors (MaxWE): as the maximum workload error over workloads

in Q, that is

MaxWE(Q, f, g, t) := max
W∈Q

(
workloadError(W, f, g, t)

)
.

(3) Average over relative workload errors (AvgRelWE): as the average relative workload error

over workloads in Q, that is

AvgRelWE(Q, f, g, t) :=
1

|Q|
∑
W∈Q

relativeWorkloadError(W, f, g, t).

(4) Maximum over relative workload errors (MaxRelWE): as the maximum relative workload

error over workloads in Q, that is

MaxRelWE(Q, f, g, t) := max
W∈Q

(
relativeWorkloadError(W, f, g, t)

)
.

4.7.4. Results. Figures 4.1, 4.2, 4.3, 4.4, 4.5, and 4.6 provide our results for the Eviction-

weekly, Eviction-bi-weekly, Adult-randomized-bs-50, Adult-randomized-bs-200, Adult-ordered-bs-

50, and Adult-ordered-bs-200 datasets respectively. The horizontal axis in all of these figures

represents time and the vertical axis is the metric mentioned in the caption of the corresponding

subfigure. At the beginning of time, we see a large variance in the metrics, and the proposed

method has a larger error in some experiments. However, as time passes, in most cases, our

method outperforms the baseline across various datasets, metrics, and privacy budgets. Moreover,

we observe that among the various metrics, the most variation occurs in metrics that measure the

worst-case errors: MaxWE and MaxRelWE.

We also provide some metrics as a tabular view in Tables 4.1, 4.2, and 4.3 for Eviction, Adult-

randomized, and Adult-ordered datasets to facilitate the comparison. For various datasets and

privacy budgets ε, we show the value of the metric for synthetic data generated by the baseline and

the proposed methods. We present the value of each metric averaged over the last 10 time steps.
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(a) Average of workload errors (b) Maximum of workload errors

(c) Average of relative workload errors (d) Maximum of relative workload errors

Figure 4.1. Metrics over time for the Eviction-weekly dataset

(a) Average of workload errors (b) Maximum of workload errors

(c) Average of relative workload errors (d) Maximum of relative workload errors

Figure 4.2. Metrics over time for the Eviction-bi-weekly dataset

74



(a) Average of workload errors (b) Maximum of workload errors

(c) Average of relative workload errors (d) Maximum of relative workload errors

Figure 4.3. Metrics over time for the Adult-randomized-bs-50 dataset

(a) Average of workload errors (b) Maximum of workload errors

(c) Average of relative workload errors (d) Maximum of relative workload errors

Figure 4.4. Metrics over time for the Adult-randomized-bs-200 dataset
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(a) Average of workload errors (b) Maximum of workload errors

(c) Average of relative workload errors (d) Maximum of relative workload errors

Figure 4.5. Metrics over time for the Adult-ordered-bs-50 dataset

(a) Average of workload errors (b) Maximum of workload errors

(c) Average of relative workload errors (d) Maximum of relative workload errors

Figure 4.6. Metrics over time for the Adult-ordered-bs-200 dataset
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Table 4.1. Query error metrics for the baseline and proposed methods for the
Eviction dataset across various privacy budgets.

Dataset ε Metric Baseline Proposed

Eviction-bi-weekly

0.5

AvgRelWE 0.7719 0.4009

AvgWE 0.0248 0.0121

MaxRelWE 2.0291 1.6396

MaxWE 0.043 0.0499

1.0

AvgRelWE 0.3487 0.2864

AvgWE 0.01 0.0082

MaxRelWE 1.1644 1.1651

MaxWE 0.0331 0.0411

2.0

AvgRelWE 0.2046 0.2166

AvgWE 0.0053 0.006

MaxRelWE 1.0008 0.71

MaxWE 0.0333 0.0141

4.0

AvgRelWE 0.1571 0.2207

AvgWE 0.0039 0.0064

MaxRelWE 0.6945 0.71

MaxWE 0.0238 0.0167

Eviction-weekly

0.5

AvgRelWE 1.4523 0.6024

AvgWE 0.0478 0.0191

MaxRelWE 4.0261 1.7817

MaxWE 0.0818 0.0467

1.0

AvgRelWE 0.6906 0.4409

AvgWE 0.0219 0.014

MaxRelWE 1.7988 1.3978

MaxWE 0.0378 0.0436

2.0

AvgRelWE 0.3309 0.2746

AvgWE 0.0096 0.0079

MaxRelWE 1.1009 0.7573

MaxWE 0.032 0.0154

4.0

AvgRelWE 0.2066 0.2632

AvgWE 0.0054 0.0075

MaxRelWE 0.923 0.71

MaxWE 0.0303 0.0162
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Table 4.2. Query error metrics for the baseline and proposed methods for the
Adult-randomized dataset across various privacy budgets.

Adult-randomized-bs-200

0.5

AvgRelWE 0.4113 0.2658

AvgWE 0.0104 0.0064

MaxRelWE 2.1987 1.6246

MaxWE 0.0698 0.0419

1.0

AvgRelWE 0.2786 0.1975

AvgWE 0.0065 0.0044

MaxRelWE 1.0789 1.1166

MaxWE 0.0323 0.0249

2.0

AvgRelWE 0.1802 0.1802

AvgWE 0.0036 0.0036

MaxRelWE 0.8907 0.8907

MaxWE 0.0191 0.0191

4.0

AvgRelWE 0.1802 0.1802

AvgWE 0.0036 0.0036

MaxRelWE 0.8907 0.8907

MaxWE 0.0191 0.0191

Adult-randomized-bs-50

0.5

AvgRelWE 0.5624 0.3035

AvgWE 0.0151 0.0075

MaxRelWE 3.6469 1.7575

MaxWE 0.1182 0.0504

1.0

AvgRelWE 0.4005 0.3191

AvgWE 0.0103 0.0079

MaxRelWE 2.3292 1.8162

MaxWE 0.0712 0.0514

2.0

AvgRelWE 0.351 0.1863

AvgWE 0.0085 0.0039

MaxRelWE 1.5646 0.977

MaxWE 0.0488 0.0208

4.0

AvgRelWE 0.2606 0.1673

AvgWE 0.0058 0.0033

MaxRelWE 0.9187 0.9778

MaxWE 0.0243 0.0208
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Table 4.3. Query error metrics for the baseline and proposed methods for the
Adult-ordered dataset across various privacy budgets.

Dataset ε Metric Baseline Proposed

Adult-ordered-bs-200

0.5

AvgRelWE 0.381 0.2593

AvgWE 0.0096 0.0063

MaxRelWE 1.9203 1.6522

MaxWE 0.0601 0.0413

1.0

AvgRelWE 0.2608 0.1972

AvgWE 0.006 0.0043

MaxRelWE 1.006 1.067

MaxWE 0.0302 0.0232

2.0

AvgRelWE 0.1969 0.1711

AvgWE 0.0041 0.0035

MaxRelWE 0.7189 0.9752

MaxWE 0.0152 0.0208

4.0

AvgRelWE 0.1705 0.1563

AvgWE 0.0034 0.0031

MaxRelWE 0.8939 0.9776

MaxWE 0.019 0.0208

Adult-ordered-bs-50

0.5

AvgRelWE 0.5559 0.3165

AvgWE 0.0149 0.008

MaxRelWE 3.5589 1.9028

MaxWE 0.1157 0.0497

1.0

AvgRelWE 0.3953 0.3214

AvgWE 0.0102 0.008

MaxRelWE 2.2663 1.9528

MaxWE 0.0695 0.0547

2.0

AvgRelWE 0.3264 0.1904

AvgWE 0.0079 0.004

MaxRelWE 1.4234 0.9798

MaxWE 0.0444 0.0208

4.0

AvgRelWE 0.2402 0.1667

AvgWE 0.0053 0.0033

MaxRelWE 0.9192 0.978

MaxWE 0.0211 0.0208
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4.8. A new (unbounded) Block counter

We extend the Two-Level counter mechanism (also referred to as Block counter) due to [12] to

unbounded streams. We present it formally in Algorithm 15. The idea is similar to how the

bounded Binary Mechanism is extended to the unbounded Hybrid Mechanism in [12]. As shown

in [12], an optimal block size of the Bounded Block Counter for a stream of size T is
√
T . The key

idea is to partition the time dimension of the stream f : N → R into intervals of size 4, 9, 16, . . .

(that is perfect squares), and within each of the corresponding intervals, we use a bounded block

counter of block size 2, 3, 4, . . . respectively.

Algorithm 15 Unbounded Block Counter

1: Input: An input data stream f : N→ R, the privacy budget ε.
2: Output: A synthetic stream g : N→ R.
3: Initialize partition size T ← 4.
4: Initialize block size B ← 2.
5: Last block value αlastBlock ← 0.
6: True value within block αtrueInBlock ← 0.
7: Synthetic value within block αsynthInBlock ← 0.
8: Time when the last partition changed tatPartition ← 0.
9: Set g(0) = 0.

10: for t = 1, 2, . . . do
11: Set δ ← t− tatPartition.
12: Update αtrueInBlock ← αtrueInBlock + f(t).
13: if δ = kB for some k ∈ Z then

14: Update αlastBlock ← αlastBlock + αtueInBlock + Lap
(
2
ε

)
.

15: Update αtrueInBlock ← 0 and αsynthInBlock ← 0.
16: Set g(t)← αlastBlock.
17: if δ = T then
18: Update tatPartition ← t.
19: Update B ← B + 1 and T ← B2.

20: else
21: Update αsynthInBlock ← αsynthInBlock + f(t) + Lap

(
2
ε

)
.

22: Set g(t)← αlastBlock + αsynthInBlock.

23: Release g(t).

Theorem 4.8.1 (Privacy of unbounded block counter). The unbounded block counter, as presented

in Algorithm 15, satisfies ε-differential privacy.

Proof. Note that Algorithm 15 is exactly the block counter algorithm, except the size of the

block changes over time. However, the change in the block size is independent of the input data

stream. Hence, similar to the Block counter, Algorithm 15 is ε-differentially private. □
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4.8.1. Results. In this section, we present our results for empirical analysis of the proposed

unbounded block counter (Algorithm 15) as compared to the simple counter (Algorithm 2), when

used as the subroutine ADataset in Algorithm 14. We refer to the unbounded block counter simply

as the block counter.

We know that the block counter performs better than the simple counter only after sufficiently large

time t, we only use the datasets Eviction-weekly, Adult-ordered-bs-50, and Adult-randomized-bs-50.

The length of time horizons for these datasets are 1409, 977, and 977 respectively.

Similar to Section 4.7.4, we present the findings of our experiments as Figures 4.7, 4.9, and 4.8

which show various error metrics over time. We also present a tabular view of these metrics in

Tables 4.4 and 4.5 for Eviction and Adult datasets respectively.

Let us first focus on the Adult dataset and privacy budget ε ≥ 1, using the block counter in

Algorithm 14 is typically better than using the simple counter. However, for ε = 0.5, we see that

the simple counter performs better. The results of experiments over the Eviction dataset do not

conclude if the simple counter is better than the block counter for any particular ε. We believe

that the high variance of the block counter at the beginning of time, together with the selection

error due to the Exponential mechanism, leads to such behavior.

(a) Average of workload errors (b) Maximum of workload errors

(c) Average of relative workload errors (d) Maximum of relative workload errors

Figure 4.7. Simple vs block counter for the Eviction-weekly dataset
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(a) Average of workload errors (b) Maximum of workload errors

(c) Average of relative workload errors (d) Maximum of relative workload errors

Figure 4.8. Simple vs block counter for the Adult-randomized-bs-50 dataset

(a) Average of workload errors (b) Maximum of workload errors

(c) Average of relative workload errors (d) Maximum of relative workload errors

Figure 4.9. Simple vs block counter for the Adult-ordered-bs-50 dataset
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Table 4.4. Query error metrics comparing the simple and block counters in the
proposed method for the Eviction dataset across various privacy budgets.

Dataset ε Metric Simple Block

Eviction-weekly

0.5

AvgRelWE 0.6024 0.2545

AvgWE 0.0191 0.0092

MaxRelWE 1.7817 1.4485

MaxWE 0.0467 0.0507

1.0

AvgRelWE 0.4409 0.2553

AvgWE 0.014 0.0136

MaxRelWE 1.3978 1.2361

MaxWE 0.0436 0.057

2.0

AvgRelWE 0.2746 0.2376

AvgWE 0.0079 0.0126

MaxRelWE 0.7573 1.121

MaxWE 0.0154 0.044

4.0

AvgRelWE 0.2632 0.2284

AvgWE 0.0075 0.012

MaxRelWE 0.71 0.71

MaxWE 0.0162 0.0411
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Table 4.5. Query error metrics comparing the simple and block counters in the
proposed method for the Adult datasets across various privacy budgets.

Dataset ε Metric Simple Block

Adult-ordered-bs-50

0.5

AvgRelWE 0.3165 0.3698

AvgWE 0.008 0.0093

MaxRelWE 1.9028 2.2472

MaxWE 0.0497 0.0572

1.0

AvgRelWE 0.3214 0.2552

AvgWE 0.008 0.0059

MaxRelWE 1.9528 1.3285

MaxWE 0.0547 0.0338

2.0

AvgRelWE 0.1904 0.1864

AvgWE 0.004 0.0039

MaxRelWE 0.9798 1.0114

MaxWE 0.0208 0.0208

4.0

AvgRelWE 0.1667 0.1632

AvgWE 0.0033 0.0032

MaxRelWE 0.978 0.978

MaxWE 0.0208 0.0208

Adult-randomized-bs-

50

0.5

AvgRelWE 0.3035 0.3718

AvgWE 0.0075 0.0092

MaxRelWE 1.7575 1.9395

MaxWE 0.0504 0.0525

1.0

AvgRelWE 0.3191 0.2534

AvgWE 0.0079 0.0058

MaxRelWE 1.8162 1.5294

MaxWE 0.0514 0.0383

2.0

AvgRelWE 0.1863 0.1862

AvgWE 0.0039 0.0039

MaxRelWE 0.977 0.9804

MaxWE 0.0208 0.0208

4.0

AvgRelWE 0.1673 0.1629

AvgWE 0.0033 0.0032

MaxRelWE 0.9778 0.9779

MaxWE 0.0208 0.0208
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CHAPTER 5

Differentially Private Synthetic Trajectories

5.1. Introduction and motivation

In Chapters 3 and 4 we introduced the problem of generating synthetic streams. However, we

made an assumption that the number of contributions a user can make throughout time is limited.

Here, we consider datasets where the users may contribute many points throughout time resulting

in trajectories. In this work, we only consider the task of one-time release.

Many existing works have considered the task of differentially private release of synthetic trajectories

such as [33,34,37,64,70]. However, these methods have not been adopted for real-world datasets

and a key challenge is that many such methods use a coarse discretization grid which does not

capture the high-resolution correlations in the trajectories. In this work, we discuss some of the

challenges in adopting a high-resolution grid and discuss our proposed solution to these challenges.

5.2. Problem setup

Similar to previous chapters, let X be a space of points. A trajectory of length t is a sequence

of t points in X , that is, it is an element of the set X t. We represent trajectories using a bold

lowercase letter such as x. If x ∈ X t we represent it as a tuple (x1, x2, . . . , xt). Let X ∗ := ∪t∈NX t

be the set of all possible trajectories. Let f : X ∗ → N be a private dataset that is a collection of

trajectories, of possibly different lengths, such that f(x) ∈ N represents the multiplicity of x ∈ X ∗

in the dataset. We aim to generate an accurate synthetic dataset g : X ∗ → N that is representative

of f , while still preserving the privacy of individuals who contributed to f .

In this case, we will simply use the classic definition of differential privacy as presented in Defini-

tion 2.1.2. Thus, by Definition 2.1.1 of neighboring datasets, a neighboring dataset f̃ : X ∗ → N for

f can be constructed by either increasing or decreasing the multiplicity of exactly one trajectory by

1. Note that this setup is challenging as, even though we restrict that neighboring datasets might

differ by exactly one trajectory, but that one trajectory may contain every point of X and multiple

times over. In other words, we do not restrict the length of the trajectories.
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5.2.1. Some terminologies.

5.2.1.1. Regular trajectory. A trajectory x = (x1, x2, . . . , xt) is regular if no point repeats in

the trajectory, that is, xi ̸= xj for all i, j ∈ [t] if i ̸= ȷ.

5.2.1.2. Self-loop. A trajectory x = (x1, x2, . . . , xt) is said to contain a self-loop at some location

i ∈ [t− 1] if xi = xi+1, that is the two consecutive points at index i are the same.

5.3. Preliminaries and some related works

In this section, we will look at some of the existing approaches for differentially private synthetic

trajectory generation. We will also briefly go over the mathematical tools used by these techniques.

In Section 5.5, we will use these tools and build upon existing techniques when providing our

method.

5.3.1. Markov model assumption. For simplicity, let us first assume that the space X

is discrete and finite. To model the trajectory generation process, we assume that there is an

underlying probability distribution that the true dataset follows. In particular, we assume that any

trajectory, say x = (x1, x2, . . . , xt), is generated as a discrete-time Markov chain using a sequence of

random variables X1, X2, . . . , Xt such that at any time i ∈ [t] the probability P {Xi = xi} is only a

function of the observations x1, x2, . . . , xi−1. Moreover, we assume that the underlying distribution

follows a first-order Markov process such that

(5.1) P
{
Xi = xi | X1 = x1, X2 = x2, . . . , Xi−1 = xi−1

}
= P

{
Xi = xi | Xi−1 = xi−1

}
,

for all i ∈ [2, t]. Furthermore, we assume that this transition probability does not depend on time

and thus

(5.2) P
{
Xi = xi | Xi−1 = xi−1

}
= Axi−1,xi ,

for all i ∈ [2, t], where A is a transition matrix independent of time (trajectory length). Many

existing works in the literature such as [33,34,37,64,70] follow these assumptions. [70] have also

explored using a second-order Markov model in conjunction with a first-order model. In this work,

however, we will be limiting to first-order only.

One may feel that an assumption of the Markov property is far from reality. Indeed, in many

cases, trajectories depend not simply on the past locations but also on the future locations, and in
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particular the end location. For example, if we are driving our car from home to work, we likely

have a predefined trajectory to follow based on the start location (home) and end location (work).

Some existing approaches such as [37,70] only account for the end location indirectly, by assuming

all trajectories start and end in some predefined virtual end-points and generating trajectories

between these end-points (more details in Section 5.3.5). Other works such as [33,34,64] directly

incorporate the end location. In these cases, the trajectory is still assumed to be generated as

a Markov chain but conditioned on some end location. We will discuss this in more detail in

Section 5.3.7.

A key task in all of these works is thus the generation of the transition matrix A while preserving

differential privacy. Note that the dimensions of A are |X | × |X |. However, the space X may be

a high-dimensional space. In fact, in many applications, X is a continuous domain (such as the

collection of latitude and longitude pairs). In both of these cases, it is difficult to model the Markov

model in a meaningful way while guaranteeing differential privacy. A popular approach to deal with

this problem is via a discretization of the space X .

5.3.2. Discretization. In order to limit the number of possible transition states in the Markov

process, we transform the trajectories on the (high-dimensional or continuous) space X to trajec-

tories on a low-dimensional space discrete and finite space Σ. We describe this transformation

below.

Let Σ be a finite partition of the space X , that is ∪σ∈Σσ = X and σi ∩ σj = ∅ for all σi, σj ∈ Σ

if σi ̸= σj . Then we define the transformation of any trajectory x = (x1, x2, . . . , xt) ∈ X t using a

mapping Φ : X ∗ → Σ∗ such that Φ(x) = (σ1, σ2, . . . , σt) ∈ Σt and σi ∋ xi for all i ∈ [t]. Hence,

each point in a trajectory is replaced by the subset of X in Σ that contains the point. We represent

the transformed trajectory dataset using F : Σ∗ → N such that

(5.3) F (σ) :=
∑
x∈X ∗

f(x) · 1(Φ(x)=σ),

for all σ ∈ Σ∗.

We have now reduced the problem of generating a trajectory over X to a problem of generating

a trajectory over Σ. Let G : Σ∗ → N be the trajectory over Σ that is generated using F with

differential privacy guarantees. After that, we can convert G to g : X ∗ → N using an inverse

randomized transformation mapping similar in principle to the sampling method mentioned in
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(3.2) in Chapter 3. Let Φ−1 : Σ → X be a randomized inverse transform such that Φ−1(σ) = x

for a random point x in σ. Then, with some abuse of notation, we can extend Φ−1 from points to

trajectories as Φ−1 : Σt → X t such that Φ−1(σ) =
(
Φ−1(σi)

)
i∈[t]. Finally we convert G to g such

that g(x) is the total number of trajectories σ in G such that a randomized inverse Φ−1(σ) is x.

(a) Trajectories on a 2-D plane. (b) A uniform partition of the space.

Figure 5.1. An example uniform partition of the space. For the cell outlined with
red, its neighbors are outlined grey.

Although these discussions are valid for more complex spaces as well, for simplicity, let us assume

that X is a two-dimensional continuous rectangular space. Then, an example partition space Σ can

be a rectangular grid over X such that all cells in the grid are congruent, see Figure 5.1. We will

use the term uniform grid to emphasize that all cells are congruent.

We can model the trajectory generation via transitions among the |Σ| states in Σ. Thus the

complexity of the model will depend on the size |Σ|. In the case of a uniform grid, limiting the

value of |Σ| implies that individual cells have a large area. However, such discretization can become

very coarse and lose important spatial correlation among points within the trajectory.

A natural way to keep |Σ| small while still using fine partitions of the space X is to use density-

aware and non-uniform partitions. Here, by non-uniform, we imply that the area of each subset

within the partition may be different. Moreover, by density-aware, we imply that if the density

of a region is higher, a finer partition in the region may be required so that discretization has a

relatively lower loss of spatial information.

Many existing works indeed use density-aware partitions where the density of the private trajectory

dataset is used. A popular approach is to use multi-level partitions and in particular two-level

partitions. First, a coarse partition of the space is created using a uniform grid with large cells.

Then, for each cell individually, the number of trajectory points in the cell is estimated using an
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approach similar to the Laplace Mechanism. Since trajectories can be of any finite length, the

number of points a user contributes to a cell is not limited. In order to still be able to use the

Laplace Mechanism, each point xi in some trajectory x ∈ Σt is only assumed to contribute a count

of 1/t instead of 1 for a cell it belongs to so that the sensitivity of this construction is still bounded

by 1.

Finally, this estimate is used to decide if, and the number of sub-cells into, the cell may be divided.

This approach (or something similar) is seen in [33,34,70]. [37] on the other hand uses multiple

uniform girds at different resolutions in a hierarchical system. The varying resolutions intuitively

capture trajectories moving at different speeds. Note that since these processes of discretization

depend on the true data, they must also satisfy differential privacy.

[64] circumvents spending privacy budget on discretization by creating partitions based on public

information about the space X . In particular, they consider road networks within a city, the first

(coarse) level partition is based on the regional partition of the city (say into districts), and the finer

level partition is based on the density of the underlying road network within each of the regions.

While this method is helpful in discretization without spending any privacy budget, it assumes

that the given trajectory dataset concurs with the public information which may not always be the

case.

5.3.3. Additional notations. Before moving further we need to introduce some notations.

For convenience, we will refer to the elements of Σ as cells. Also, for any σ ∈ Σ∗ let |σ| denote the

length of the trajectory σ.

5.3.3.1. Restriction of a trajectory. For any trajectory σ ∈ Σ∗ and ordered set of indices I ⊆

[|σ|], we define the restriction of σ on I as,

σ|I := (σi)i∈I .

5.3.3.2. Sub-trajectory. Let σ ∈ Σ∗ be a trajectory. We say that another trajectory σ′ ∈ Σt is

a sub-trajectory of σ if |σ′| ≤ |σ| and there exists i ∈ [|σ|+ 1− t] such that σ|[i,i+t−1] = σ′. That

is if σ′ is a contiguous subsequence of σ. We will use the subset notation, that is σ′ ⊂ σ, to say

that σ′ is a sub-trajectory of σ.
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Furthermore, let Csubset : Σ∗ × Σ∗ → N be an operator such that for any pair of σ′,σ ∈ Σ∗,

Csubset(σ
′,σ) denotes the number of occurrences of σ′ in σ, that is,

(5.4) Csubset(σ
′,σ) :=


∑|σ|+1−|σ′|

i=1

(
1σ′=σ|[i,i+|σ′|−1]

)
, σ′ ⊂ σ,

0, otherwise.

5.3.3.3. Number of occurrences as sub-trajectory in a dataset. We define Csubtrajectories : Σ∗ ×

NΣ∗ → N to be an operator such that for any trajectory σ ∈ Σ∗ and dataset F : Σ∗ → N,

Csubtrajectories(σ, F ) denotes the total occurrences of σ as a sub-trajectory for trajectories in F ,

that is,

(5.5) Csubtrajectories(σ, F ) =
∑

σ′∈Σ∗

F (σ) · Csubset(σ,σ
′).

5.3.4. The transition probability. Once we have transformed f , the trajectory dataset of

points, to F , the trajectory dataset of cells. We are now ready to talk about how to learn the

probability of transition under the assumption of the Markov model with differential privacy. We

first assume that, during trajectory generation, any transition from a cell σ ∈ Σ is limited only to

the cells adjacent to σ. We define adjacent cells in Definition 5.3.1

Definition 5.3.1 (Adjacent cells). Two cells σ, σ′ ∈ Σ are called adjacent if they share a boundary.

That is, there exists some x ∈ X such that for all δ > 0, B(x, δ) ∩ σ ̸= ∅ and B(x, δ) ∩ σ′ ̸= ∅.

Here, B(x, r) is an open ball of radius r centered at x.

Furthermore, for any cell σ ∈ Σ, we define the set of all cells adjacent to it as N(σ). Figure 5.1

shows an example of all adjacent cells of a given cell for a uniform grid. Note that in this case, there

are only 9 possible cells (including the highlighted cell itself) where the transition could happen.

With this assumption, we have drastically reduced the complexity of our model as the number of

possible cells where the next transition in trajectory can happen changed from |Σ| to O (1). This

constrained approach is used by many existing works including [33,34,37,64,70].

5.3.4.1. Adjacency graph. We can further represent this adjacency restriction using a weighted

directed graph G = (Σ, E, w) such that for any pair of cells σi, σj ∈ Σ there is an edge (σi, σj) ∈ E

if and only if σj is adjacent to σi. We also assume that self-loops are possible and thus (σ, σ) ∈ E

for all σ ∈ Σ. The set N(σ) thus represents all the out-neighbors of σ as per G.
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In this representation, w : E → [0, 1] is a mapping such that for any e = (σ, σ′) ∈ E, w(e) represents

the probability of transition from cell σ to σ′. Thus it follows that for any σ ∈ Σ,

∑
σ′∈N(σ)

w(σ′) = 1.

An empirical estimate of the transition probabilities can be constructed using the discretized dataset

F : Σ∗ → N as,

(5.6) w(σ, σ′) :=
Csubtrajectories

(
(σ, σ′), F

)∑
σ′′∈N(σ)Csubtrajectories

(
(σ, σ′′), F

)
The task remains to find a differentially private estimate of this weight function w. Mostly all of the

existing works mentioned previously (such as [33,34,37,64,70]) first estimate Csubtrajectories

(
(σ, σ′), F

)
for a given σ and all of its neighbors σ′ ∈ N(σ) using the Laplace mechanism. Similar to discretiza-

tion, the number of transition counts a trajectory affects is dependent on the length of the trajectory.

Hence, for a trajectory of length t, each transition is assumed to contribute only 1/(t− 1) which in

turn ensures that the overall sensitivity for the Laplace Mechanism is 1. We discuss this in more

detail in Section 5.5.3

Then, the estimates are normalized by their sum (as in Equation (5.6)) to generate the probabilities.

Let us denote this estimated weight map for the edges in G using ŵ. In this work, we also do

something similar and we discuss the details more broadly in Section 5.5.3.

5.3.5. Sampling trajectories. Finally, we are at the stage where we have an estimate of the

transition probabilities (in ŵ) and we want to sample synthetic trajectories. While the transition

probabilities are estimated, we still need a cell where the trajectories start. Two key approaches

have been explored to find the start cell and we discuss them in below subsections.

5.3.5.1. (1) Using virtual start and end cells. Methods such as [37,70] create two virtual cells

σstart and σend and assume that all trajectories start and end at these cells respectively. Thus, the

discretized space Σ is extended to a space (say Σ+) such that Σ+ = Σ ∪ {σstart, σend}. Further-

more, G = (Σ, E, w) is extended to G+ = (Σ+, E+, w+), Here, E+ = E ∪
{
(σstart, σ) | σ ∈ Σ

}
∪{

(σ, σend) | σ ∈ Σ
}
. In other words, it is possible to transition from σstart to any other state in

Σ. It is also possible to transition from any state in Σ to σend. w+ can be recalculated using

Equation (5.6), except accounting for all cells in Σ+.
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A differentially private estimate ŵ+ can be constructed for w+, as discussed previously. Further-

more, for sampling, we can simply start with X1 = σstart and iteratively sample Xi as a Markov

chain such that the probability that

P
{
Xi = σi | Xi=1 = σi−1

}
= ŵ+ (si−1, si) ,

for any si−1, si ∈ Σ. The chain terminates at length t if Xt = σend or we meet a certain pre-defined

maximum length.

There are two key problems with this approach: (1) ŵ+(σstart, ·) is not a good estimate of the

starting cells for the trajectories; and (2) there is no guarantee that the Markov chain random walk

would converge to the end start σend and is likely a very random walk contrary to how trajectories

are generated in real-life.

Let us discuss in more detail the problem (1) here. Note that the empirical probability w+(σstart, ·)

is a good approximation of the distribution of the true starting cells of the trajectories. However

the estimate ŵ+(σstart, ·) is likely biased. This is because to preserve privacy and use the Laplace

Mechanism the contribution of any trajectory say σ = (σ1, σ2, . . . , σt) ∈ Σt to ŵ+(σstart, σ1) is

assumed to be 1/t. Thus the distribution becomes biased towards cells from where shorter length

trajectories originate. [70] attempts to solve this problem by doing a bias correction using the

graphical distance between any pair of states in the graph G+. However, the second problem

mentioned above remains and we discuss how to handle that in the next subsection.

5.3.5.2. Estimate start and end cell distribution, followed by conditional random walk. In Sec-

tion 5.3.1, we mentioned that many real-world trajectories are not generated simply based on the

past locations but in particular the end location should play a key role. To accommodate the end

location, a simple approach is to use the following three-step process: (1) estimate a distribution for

the start and end cells of the private trajectories while preserving differential privacy; (2) sample

start and end pairs based on this estimated distribution; and (3) for each start and end cell pair,

sample trajectories as Markov chain starting from the start state and conditioned on reaching the

end state. This high-level process is used in works such as [33,34,64]. We also use this process in

this work and hence we discuss it in detail in the next subsections.

5.3.6. Estimate end and start pair distribution. Let Cse : Σ × Σ → N be such that

Cse(σ, σ
′) denote the number of trajectories in the private data F that start at cell σ ∈ Σ and end
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at cell σ′ ∈ Σ. We can find this map for the true dataset as follows,

(5.7) Cse(σ, σ
′) =

∑
σ∈Σ∗

F (σ) · 1(σ1=σ) · 1(σ|σ|=σ′).

To estimate this mapping while preserving privacy, many previous works such as [33,64] simply

use the Laplace Mechanism over the histogram of all possible pairs of cells. Let Ĉse denote the

estimated mapping then by Laplace Mechanism we have,

(5.8) Ĉse(σ, σ
′) = Cse(σ, σ

′) + Lap

(
1

ε

)
,

for all pairs of σ, σ′ ∈ Σ.

Now, we can sample

⌈
max

{
Ĉse(σ, σ

′), 0
}⌉

trajectories for each pair of σ, σ′ ∈ Σ. We discuss how

to sample the trajectories in the next subsection.

5.3.7. Conditional random walk. Let us assume we want to generate a trajectory of length

t as a Markov chain using the sequence of random variables X1, X2, . . . , Xt with the constraint

that X1 = σ1 and Xt = σt for some fixed σ1, σt ∈ Σ. We will use the Markov property and the

adjacency graph Ĝ = (Σ, E, ŵ) to generate this trajectory.

Let us assume that we have reached step i for some 1 < i < t following the conditional random

walk. Moreover, we assume that we have observed the following trajectory so far (σ1, σ2, . . . , σi−1),

for some σ2, . . . , σi−1 ∈ Σ. Then, for any σ ∈ N(σi−1) we have that,

P
{
Xi = σ | X1 = σ1, . . . , Xi−1 = σi−1, Xt = σt

}
= P

{
Xi = σ | Xi−1 = σi−1, Xt = σt

}
= P

{
X2 = σ | X1 = σi−1, Xt−i+2) = σt

}
=

P
{
X2 = σ | X1 = σi−1

}
· P
{
Xt−i+2 = σt | X2 = σ

}
P
{
Xt−i+2 = σt | X1 = σi−1

}
=

ŵ (σi−1, σ) · ŵt−i (σ, σt)

ŵt−i+1 (σi−1, σt)
,

where for any σ, σ′ ∈ Σ and k ∈ N, ŵk(σ, σ′) is the transition probability from state σ to σ′ for the

k step Markov chain such that X1 = σ and Xk+1 = σ′.

Note that here we have assumed that even before generating the trajectory we knew the length t

of the trajectory. Indeed to generate a conditional random walk as discussed above, we need to
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know the length of the trajectory in advance. This leads to the final piece of the puzzle, which is

estimating the length of the trajectory, and we discuss how to do that in the next subsection.

5.3.8. Estimate the length of trajectory for a start and end cell pair. [33] models

the length of the trajectory given a start and end cells as an exponential distribution with scale

ln 2/m(σ, σ′), where, for any σ, σ′ ∈ Σ, m(σ, σ′) is the median length of trajectories starting at σ

and ending at σ′ in the private dataset F . [33] estimates the median length m from the true data

using the Exponential Mechanism to preserve differential privacy. [34] uses a similar technique but

employs various distributions (including the exponential distribution) and picks the one that is

closest to the true distribution based on some statistics.

[64] on the other hand does not spend any privacy budget on the sampling of trajectory lengths

and instead samples a length l with probability proportional to ŵ(l−1)
(
σ, σ′), that is the estimated

probability of having a Markov chain of length l between σ and σ′.

5.4. Limitations and our contribution

While there is an abundance of research related to differentially private synthetic trajectory genera-

tion, a key issue remains unsolved, which is how to generate realistic trajectories. A key challenge is

that most existing methods only work on a very coarse discretization of the space X . While some of

the previously discussed methods such as [37] have supporting experiments for a fine discretization

of the space X , their sampling method is a random walk that does not produce a Markov chain

conditional on the end location.

Other methods such as [33,64] that use the conditional random walk are only compatible with a

very coarse discretization of the space X and thus potentially lose a lot of spatial information in this

step. For example, typically the order of |Σ| for the first level grid as proposed in [33] is 102. For

comparison, |Σ| in the finest resolution used in [70] is of the order of 105. Indeed many challenges

arise when using existing methods with conditional Markov chain at very fine discretization. We

discuss these challenges in detail below.

First, let us focus on the challenges in estimating the start and end cell distribution, which is

required to sample trajectories conditioned on the end state. As discussed in Section 5.3.6 this

results in the estimation of a histogram Ĉse : Σ × Σ → N via the Laplace Mechanism. There are

two problems with this approach: (1) the memory required to store such a mapping can be very
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large if Σ is large, and (2) the true histogram Cse is likely a sparse histogram, but the addition of

noise to all possible cell pairs results in a large number of non-zero entries.

Secondly, to generate a t length trajectory, the conditional Markov chain construction requires us

to calculate the i-step probabilities ŵi for all i < t. While the initial mapping ŵ is restricted to

neighboring cells, as we increase the number of steps, more and more cells become reachable from

one another increasing the complexity of finding these transition probabilities. In other words, if Â

represents our estimated transition probability matrix, while the Â is typically sparse, Ân quickly

becomes a dense matrix of size |Σ| ×|Σ| consuming a lot of memory and compute.

Another problem with many existing works is that they have not been explored over spaces with

constraints. For example, the space X of points is almost always assumed to be a rectangular

space where every point within X is possible to appear in the trajectories. However many spatial

constraints exist in real-world datasets. For example, if a dataset contains trajectories obtained

by cars driving in the city then the points in the trajectories are likely to be only at geographic

locations where the road network of the city exists. This problem was also highlighted in [64].

5.4.1. Contributions. We follow a process very similar to what is discussed in Section 5.3

but we provide alternatives in almost all aspects of the process. These enhancements are aimed at

overcoming the above-mentioned limitations. We summarize our contributions below.

• Our method works for many general spaces X as long as it can be partitioned hierarchically.

In particular, X can be a graph representing the road network of a city. Thus we can

accommodate most spatial constraints about X .

• We use a density-based discretization approach which can handle datasets that are sparse

or skewed. The approach produces partitions of very high resolution in dense areas while

maintaining a relatively smaller number of total cells in Σ.

• We also provide an approach on how to estimate the sparse histogram Cse while preserving

differential privacy and high utility.

• Furthermore, we enhance the conditioned Markov chain sampling approach and circumvent

the generation of large powers of the estimated transition matrix Â.

• We also give a new fast sampling method that can be used to generate synthetic trajectories

conditioned on end-state.
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Algorithm 16 Discretization using PrivTreeT

1: Input: f : X ∗ → N, a hierarchical decomposition T of X , the privacy budget parameter ε1,
the threshold count for a node θ.

2: Output: Σ, a partition of X .
3: Extend f to H : V (T )→ N via Equation (5.9).
4: Set S ← PrivTreeT (H, ε1, θ).
5: Set Σ← L(S).

• We present a variety of experiments over real-world datasets that validate our proposed

method.

5.5. Proposed Method

In this section, we discuss our method which follows a pipeline very similar to existing works as

discussed in Section 5.3. Our entire method can be summarized in the following steps:

(1) a differentially private density-aware discretization of the space X into Σ;

(2) construction of an adjacency graph G = (Σ, E, w);

(3) while preserving differential privacy, find ŵ(σ, σ′), an estimate of the transition probability

w(σ, σ′), for any pair of σ ∈ Σ and σ′ ∈ N(σ);

(4) while preserving differential privacy, find Ĉse(σ, σ
′), an estimate of the number of trajec-

tories starting and ending at σ and σ′ respectively, for any pair of σ, σ′ ∈ Σ;

(5) sample trajectories in the space Σ based on Ĉse and ŵ, creating the dataset G : Σ∗ → N;

(6) convert G to the g : X ∗ → N, a dataset of trajectories in X .

Note that only the steps (1), (3), and (4) mentioned above consume the privacy budget. Thus we

will split our total privacy budget, say ε, into three parts ε1, ε2, and ε3 to use in these three steps

respectively. We discuss how to choose this split later. In the subsections below, we discuss all

steps in detail.

5.5.1. Discretization using PrivTree. We use PrivTree [79] to discretize the space X into Σ.

As discussed in Chapter 3, PrivTree is a remarkable algorithm that can create a density-aware space

partition. Moreover, PrivTree can be used for most spaces X , as long as there exists a hierarchical

decomposition of the space.

We show an example hierarchical partition in Figure 5.2. Figure 5.2a shows three trajectories with

different colors on a 2-dimensional space. Note that the trajectories are represented as points but
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(a) Trajectories on a 2-D plane. (b) A density-based partition of the space.

(c) Hierarchical decomposition corresponding to the suggested partition.

Figure 5.2. An example partition using density-based hierarchical decomposition
of the space such that each cell has at most one point.

are connected by a straight line. Figure 5.2b shows a partition of the space such that each cell has

at most one point from any trajectory. Figure 5.2c shows a hierarchical partition that results in

the partition in Figure 5.2b. Let the root node of the hierarchical partition represent the entire

space. Each node has exactly 4 children that partition the space defined by the parent node into 4

equal subspaces. The children are ordered clockwise starting from the top-left child.

We utilize Algorithm 5 from Chapter 3 for discretization. Recall that the algorithm is instantiated

for a tree T which represents a hierarchical decomposition of the space X and produces a subtree

S of T . The density aware partition is done based on the input dataset (say) H : V (T )→ N where

H(v) denotes the number of points in the subregion v ⊆ X . Once we have the subtree S, we define
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Σ = L(S), which is the set of all leaves in S. We present this process in Algorithm 16 and discuss

the relevant details below.

To use the PrivTree algorithm we need to have two things: (1) the largest possible tree T , and (2)

a dataset (say) H : V (T )→ N. We will skip the discussion on how T is created for now and come

back to it when we discuss the experiments in Section 5.6. Let us now focus on creating the dataset

H given the trajectory dataset f : X ∗ → N. This can be calculated as,

H(v) :=

∞∑
t=1

∑
x∈X t

f(x) ·

 t∑
i=1

1(xi∈v)


 ,

for all nodes v ∈ V (T ).

However, each trajectory may contribute multiple points in any node of the tree T . Thus the

construction results in an unbounded sensitivity. To see this, let f and f̃ be a pair of neighboring

datasets that differ in the count of some trajectory x ∈ X t. Let H and H̃ be their respective

extensions on the nodes of V (T ). Then, indeed we have that,

∥∥∥H − H̃
∥∥∥
C(T )

=
∑

v∈L(T )

∣∣∣H(v)− H̃(v)
∣∣∣ = ∑

v∈L(T )

 t∑
i=1

1(xi∈v)

 = t,

which grows with the length of the trajectory. Here ∥·∥C(T ) is the norm defined in Equation (3.4)

over the space of consistent trees C(T ).

To limit the sensitivity of the algorithm we instead define the extension H as,

(5.9) H(v) :=
∞∑
t=1

∑
x∈X t

f(x) ·

 t∑
i=1

1(xi∈v)

t


 ,

for all nodes v ∈ V (T ). Note the division by the length t of a trajectory x ∈ X t. With this

definition, for the example neighboring datasets above, we have that

∥∥∥H − H̃
∥∥∥
C(T )

=
∑

v∈L(T )

∣∣∣H(v)− H̃(v)
∣∣∣ = ∑

v∈L(T )

1

t

t∑
i=1

1(xi∈v)

 = 1.

This leads to the following guarantees about the privacy of the discretization process.

Theorem 5.5.1 (Privacy of discretization). Algorithm 16 satisfies ε1-differential privacy.
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Algorithm 17 Calculate transition probabilities

1: Input: F : Σ∗ → N, the adjacency graph G = (Σ, E, w), the privacy budget parameter ε2, and
α : N× N→ [0, 1], a map to determine the weight of a transition in a trajectory.

2: Output: ŵ : E → [0, 1], an estimate of transition probabilities w.
3: // Normalized count for occurrences of edges in E
4: Initialize c(e) = 0 for all e ∈ E.
5: for σ ∈ Σ∗ with F (σ) > 0 do
6: for i = 1, 2, . . . ,|σ| − 1 do
7: Set c (σi, σi+1)← c (σi, σi+1) + α

(
|σ| − 1, i

)
· F (σ)

8: // Find an estimated count

9: Initialize ηe ∼ Lap
(

1
ε2

)
independently for all e ∈ E.

10: Set ĉ(e)← ηe for all e ∈ E.
11: // Non-negativity
12: Set ĉ(e)← max

{
c(e), 0

}
for all e ∈ E.

13: // Normalization
14: for σ ∈ Σ do
15: Set mσ ←

∑
σ′∈N(σ) ŵ

(
σ, σ′)

16: for σ′ ∈ N(s) do

17: Set ŵ
(
σ, σ′)← (

1
mσ

)
· ĉ
(
σ, σ′)

Proof. Let f and f̃ be any pair of neighboring datasets as per Definition 2.1.1. LetH and H̃ be

their corresponding extensions to V (T ) respectively as per Equation (5.9). Then, by construction,∥∥∥H − H̃
∥∥∥
C(T )

= 1. Hence, by Theorem 3.3.1 we have that this application of PrivTreeT (Algo-

rithm 5) to obtain S satisfies ε1-differential privacy. The creation of Σ is simply a post-processing

step and does not violate the privacy gurantees. □

5.5.2. Trajectory over Σ and graph G. Once we have Σ, a partition of the space X we

extend the input dataset f : X ∗ → N to F : Σ∗ → N using Equation (5.3). Note that if f and f̃ are

neighbors as per Definition 2.1.1, their extensions, (say) F and F̃ respectively, are also neighbors.

Next, we create the adjacency graph G = (Σ, E, w). E contains pair of cells in Σ that are adjacent

as per Definition 5.3.1. We will discuss how to check for adjacent cells in practice in Section 5.6

which describes the experiments. The mapping w : E → [0, 1] for the weights of the edges is

calculated as per Equation 5.6.

5.5.3. Estimating the transition probabilities. We provide our algorithm for generating

the transition probabilities in Algorithm 17. We follow an approach very similar to the existing

methods and discussed in Section 5.3.4. In the algorithm, c : E → N is a function such that c(e)

denotes the normalized count of any edge e in E. We will use the Laplace Mechanism to find
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an estimate ĉ of c. Since a trajectory is made up of multiple edges (transitions), we limit the

contribution of a trajectory for a particular edge by counting only a fraction toward each edge in

the trajectory. This fraction is what we refer to as the normalized count.

Let α : N× N→ [0, 1] be a function such that α(t, i) is the weight associated with the ith edge in

a trajectory with t edges, such that for any t ∈ N,
∑t

i=1 α(t, i) = 1. Thus for any trajectory σ =

(s1, s2, . . . , st) ∈ Σt, for any i ∈ [1, t−1], the contribution to c(σi, σi+1) is given as α(t−1, i) ·F (σ).

We refer to α as sensitivity distribution.

Previous methods have used a constant value for all edges in a trajectory such that α(t, i) = 1/t

for all t ∈ N and i ∈ [t]. In this work, we also explore using a non-uniform weight for transitions

in a trajectory. We explain the reasoning behind non-uniform weights with an example. Suppose

we have trajectories in a space where there is a central region of high-density (say a downtown)

area and there are some low-density neighborhoods (say residential areas) very far from the center

where only a few of the trajectories originate or end and most of them go through the central

region. Then, while many trajectories capture the transition pattern in the center, the transition

patterns close to these neighborhoods may not be captured so well because of a low number of

trajectories in those regions. Moreover, since these trajectories will typically be of large length,

their contributions to edge counts are further penalized more so than for the trajectories in the

denser regions with short-length trajectories. Hence, we explore non-uniform weights where the

start and end transitions have more weight than others.

We suggest using an Exponential decay such that the weight is proportional to a quantity that

decreases exponentially as we move away from the two ends of a trajectory. More formally, for any

t ∈ N and i ∈ [t] we set

(5.10) α(t, i) ∝ 1

2|⌊t/2⌋−i| .

With these explanations, we are now ready to talk about the privacy of Algorithm 17.

Theorem 5.5.2 (Privacy of estimating transition probabilities). Algorithm 17 satisfies ε2-differential

privacy.

Proof. Let f and f̃ be any pair of neighboring datasets as per Definition 2.1.1. Let us assume

that they differ in the count of some trajectory σ ∈ Σt. Let c and c̃ be their corresponding
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normalized edge count maps in Algorithm 17. Then we have,

∥c− c̃∥ℓ1 =

t−1∑
i=1

α(t− 1, i) = 1

Hence, by the privacy guarantees of the Laplace Mechanism (Theorem 2.2.4) the construction of ĉ

satisfies ε2-differntial privacy. The creation of ŵ is simply a post-processing step over ĉ and does

not violate the privacy guarantees. □

5.5.4. Estimating trajectory start and end state pairs. As discussed in Seciton 5.3.6,

we want to estimate the number of trajectories that start and end for each pair of cells in Σ. If

each possible pair of states is a bin, this results in a histogram query. However, simply using the

Laplace mechanism to estimate the counts for this histogram query will result in poor utility. This

is because the histogram will likely be sparse since we have a high-resolution discretization, which

results in a large number of possible state pairs. The problem is that adding noise to the count

of all possible pairs in this sparse histogram will result in multiple non-zero entries. The question

thus becomes, how do we estimate a sparse histogram with differential privacy?

The idea is to convert the histogram from a sparse to a dense histogram by grouping some of the

bins such that each group will likely have a non-zero value. Note that the algorithm that would

create this grouping must make use of the spatial information about the states. Thus we rely

again on PrivTree to create this spatial partition of the space Σ× Σ. Algorithm 19 provides our

algorithm which uses PrivTree and Algorithm 18. We have used Algorithm 18 as a subroutine

to construct the inputs required for PrivTree. We discuss both of these algorithms in the below

subsections.

5.5.4.1. Constructing TΣ2. The first thing we need for PrivTree is the largest possible tree (the

variable T in Algorithm 5). Note that each leaf of this tree should be a value in Σ×Σ. So, we name

this tree TΣ2 . We define its construction based on the output S of Discretization (Algorithm 16)

so that the spatial information is used in our construction.

Algorithm 18 provides our method formally. We start the construction by setting the root node of

TΣ2 as (root(S), root(S)). Then, we recursively grow the tree such that for any node (u, v) already

created in TΣ2 , we set its children as the Cartesian product of children(u, S) and children(v, S).

Here, we have used the notation chldren(·, S) and children(·, ·, TΣ2) to emphasize that the children
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Algorithm 18 Construction of TΣ2

1: Input: The discretized space Σ, the dataset of trajectories F : Σ∗ → N, a hierarchical partition
S of X .

2: Output: TΣ2 , a hierarchical partition of X × X , and J : V (TΣ2) → N representing the count
of points in each node in TΣ2 .

3: // Constructing the tree
4: Create an empty tree TΣ2 .
5: Set root (TΣ2)← (root(S), root(S)).
6: for a node (u, v) ∈ TΣ2 , recursively, do
7: if children(u) ̸= ∅ or children(v) ̸= ∅ then
8: if children(u, S) ̸= ∅ then
9: Set B1 ← children(u, S)

10: else
11: Set B1 ← {u}.
12: if children(v, S) ̸= ∅ then
13: Set B2 ← children(v, S)
14: else
15: Set B2 ← {v}.
16: Set children(u, v, TΣ2)← B1 ×B2.

17: // Constructing the count map
18: Initialize the map J ← 0.
19: Set J(u, v)← Cse(u, v),calculated as per Equation (5.5), for all leaf node (u, v) ∈ L (TΣ2)
20: Extend the count to all internal nodes of TΣ2 as per the consistency requirement in Equation 3.3.

are as per the tree S and TΣ2 respectively. The recursive process continues if any of u or v have

children in S. If u or v does not have children, we use the set {u} or {v} respectively in the

Cartesian product. Note the following about this construction,

• the set of nodes of TΣ2 is V (TΣ2) ⊆ V (S)× V (S),

• the set of all leaves of TΣ2 is L (TΣ2) = L(S)× L(S) = Σ× Σ,

• if the fanout (maximum number of children of any node) of S is β, then the fanout of TΣ2

is β2

Once the tree TΣ2 is created, we need to find a mapping J : V (TΣ2)→ N to find the count of each

node. Recall that if (u, v) is a node in TΣ2 , then u ⊆ X and v ⊆ X . The value J(u, v) denotes

the number of trajectories (say) x ∈ X ∗ such that x1 ∈ u and x|x| ∈ v. In Algorithm 18 we find

this mapping efficiently by first calculating J(w) for all w ∈ L (TΣ2). Then, we use the fact that

the count of an internal node is the total of the count of all its children (Equation 3.3) to find the

count of all internal nodes.
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Algorithm 19 Estimating start and end state pairs

1: Input: The discretized space Σ, the dataset of trajectories F : Σ∗ → N, a hierarchical partition
S of X , the privacy budget parameter ε3, and the threshold θ.

2: Output: P ∈ Σ× Σ, a set with estimated start and end state pairs for trajectories.

3: // Constructing input for PrivTree.
4: Use Algorithm 18 with the input Σ, F , and S to find TΣ2 and J .

5: // Calling the PrivTree algorithm.
6: Use PrivTreeTΣ2 (Algorithm 5) with the input J , ε3/2, and θ to find a subtree SΣ2 .

7: // Laplace Mechanism.

8: Sample η(w) for all w ∈ L (SΣ2) as independent random variables of Lap
(

2
ε3

)
.

9: Set m(w)← max
{⌊

J(v) + η(w)
⌋
, 0
}
for all w ∈ L (SΣ2).

10: // Sampling.
11: Initialize an empty set P .
12: for w = (u, v) ∈ L (SΣ2) do
13: Add m(w) random elements, sampled independently with repetition from L

(
S|u
)
×L

(
S|v
)
,

to P .

5.5.4.2. PrivTree to find the start and end state pairs. We use the PrivTreeTΣ2 algorithm (Al-

gorithm 5) to find a subtree SΣ2 . Note that the notation PrivTreeTΣ2 signifies that the we are

looking for a subtree of TΣ2 . In this case, we use the input J , ε3/2, and θ. We use only half the

privacy budget available here since we will use the other half to find the count at the leaves of SΣ2 .

θ ≥ 0 is again a hyperparameter, which we discuss later in experiments.

The next part is to find an estimated count of trajectories starting and ending at the leaves of SΣ2 .

We use the remaining ε3/2 privacy budget and the true counts as per the mapping J . This is a

histogram query and we use the Laplace Mechanism to find this count.

Finally, we have to sample the start and end pairs. Let us use the notation S|u to denote the

subtree of S rooted at u. Then, L
(
S|u
)
is the set of all leaves in S for which u is an ancestor. For

any node w = (u, v) in L
(
S2
Σ

)
we first find the set (say) Q = L

(
S|u
)
× L

(
S|v
)
which contains all

possible pairs from L(S) × L(S) whose start and end pairs are contained in w. Then, we sample

m(w) random elements in Q. We do this process for all leaf nodes w ∈ L
(
S2
Σ

)
and keep adding the

samples to P . Thus the output of Algorithm 19, P ⊆ Σ× Σ contains the estimated start and end

pairs for the trajectories.
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Theorem 5.5.3 (Privacy of start and end pair sampling). Algorithm 19 satisfies ε3-differential

privacy.

Proof. Let us first focus on the output of Algorithm 18. Note that the input hierarchical

partition tree S is not considered to be private information. Hence, the construction of TΣ2 which

only depends on S is trivially differentially private. Let f and f̃ be any pair of neighboring datasets

as per Definition 2.1.1. Let J and J̃ be their corresponding extension to V (TΣ2) then it follows

that
∥∥∥J − J̃

∥∥∥
C(T )

= 1.

Note that the construction of SΣ2 and m in Algorithm 19 is done simply by an application of

PrivTree and the Laplace Mechanism respectively. Both of these steps take a privacy budget ε3/2

each. Hence by Theorem 3.3.1 and Theorem 2.2.4 they both satisfy ε3/2 differential privacy. Thus

the algorithm so far is ε3-differentially private. The sampling is simply a post-processing of the

output of these steps and does not violate the privacy guarantees. Hence Algorithm 19 satisfies

ε3-differential privacy. □

5.5.5. Sampling trajectories. Once we have generated P , the set of all pairs of cells in

Σ where the trajectories start and end, we finally move to sample trajectories. As discussed in

Section 5.3.7 our trajectory-generating process is a random walk conditioned on start and end

states. We provide our algorithm formally in Algorithm 20.

5.5.5.1. Self-loops. Before we discuss the sampling process further, we need to address a key

issue of self-loops in the discretized trajectory. Indeed, by its very nature, the process of discretiza-

tion is likely to introduce many self-loops in the trajectories. However, we will avoid self-loops when

generating trajectories as conditioned Markov chains. Thus we will reduce the length of trajectories

to generate. Below are the two reasons we believe this length reduction helps our sampling process.

• Recall that, to generate a trajectory of length t which is conditioned on some end state, we

need to find the k-step transition probabilities for all k = 1, 2, . . . , t−1. This computation

will be very taxing for large values of t, and thus reducing the length reduces the sampling

time complexity.

• Intuitively, if the start and end states are fixed, a longer Markov chain will have more

randomness than a shorter one.

104



Algorithm 20 Sampling trajectories

1: Input: The discretized space Σ, the adjacency graph with estimated transition probabilities
Ĝ = (Σ, E, ŵ), and a set of start and end cells of the trajectories P ∈ Σ× Σ.

2: Output: g : X ∗ → N, a synthetic dataset of trajectories in X .

3: // Length of the most probable path.

4: Set µ(e)←
(
− ln

(
w(e)

))
for all e ∈ E.

5: for unique pairs (u, v) ∈ P do
6: Find shortest path σ between u and v in the graph (Σ, E, µ) using the Dijkstra’s algorithm.
7: Set tmode(u, v)←|σ|.

8: // Conditioned random walk.
9: Initialize G : Σ∗ → N← 0.

10: Initialize g : X ∗ → N← 0.
11: for (u, v) ∈ P do
12: Sample t from the exponential distribution with scale

(
ln 2/tmode(u, v)

)
.

13: Sample a trajectory σ ∈ Σt as a Markov chain X1, X2, . . . , Xt conditioned on X1 = u and
Xt = v, using the transition graph Ĝ.

14: // Add self-loops.
15: Set σ′ as an empty sequence.
16: for i = 1, 2, . . . , t do
17: repeat
18: σ′ ← σ′ ⊕ σi.
19: until a sample from Bernoulli

(
ŵ(σi, σi)

)
is 0.

20: // Add to synthetic dataset of trajectories in Σ.
21: Set G(σ′)← G(σ′) + 1.

22: // Convert to trajectory in X .
23: Set x as empty sequence.
24: for i = 1, 2, . . . ,

∣∣σ′∣∣ do
25: Sample a random point xi ∈ σi.
26: Set x← x⊕ xi.

27: Set g(x)← g(x) + 1.

Once we have generated a trajectory as conditioned Markov chain, then we reiterate through all

the states in the trajectory and add self-loops. Steps 14 through 19 in Algorithm 20 contain our

process our adding self-loops. Here the symbol ⊕ denotes an operator for concatenating a value to

a sequence. And Bernoulli (p) is a random variable with Bernoulli distribution with probability of

success p.

5.5.5.2. Find the length of trajectory. A key requirement for finding the probability of transi-

tions for such a Markov chain is the length of the trajectory. Let us assume that we are looking for
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the length of a trajectory for some fixed pair of start and end cells. Inspired from [33] we assume

that the trajectory length follows an exponential distribution with parameter ln 2/m, where m is

the median length of all such trajectories. However, to find this median length from the input data,

we will have to spend some privacy budget. To avoid spending any more budget, and to only use

the differentially private quantities generated so far, instead of true median, we use an estimate of

the mode of the length of trajectories.

Moreover, since we want to avoid self-loops in the conditioned Markov chain, we are looking for the

most probable path without self-loop. Let (σ1, σ2, . . . , σt) be any path between the states σ1 = u

and σt = v. Then, it follows that,

P
{(

(X2, . . . , Xt) = (σ2, . . . , σt)
)
| X1 = σ1

}
=

t∏
i=2

ŵ(σi−1, σi)

= exp

− t∑
i=2

(
− ln

(
ŵ(σi−1, σi)

))
Hence, we first convert the weight of edges from ŵ to µ such that for any edge e ∈ E, µ(e) =

− ln (ŵ(e)). Then, the shortest path between the nodes u and v in the graph Ĝ(Σ, E, µ) is the

most probable path from u to v. To find such shortest path we will use the popular Dijkstra’s

algorithm [18]. We use the length of this path when calculating the scale of exponential distribution

for the length of trajectories.

The rest of the steps in the Algorithm are very self-explanatory. Moreover, since we do not use the

input data at any step of this algorithm, it is trivially differentially private.

5.5.6. Overall Algorithm. We finally provide our complete algorithm in Algorithm 21. Note

that if we set ε = ε1 + ε2 + ε3, then Algorithm 21 satisfies ε-differential privacy by Sequential

composition (Theorem 2.1.3).

5.6. Experiments and results

5.6.1. Experiment setting. In this section, we present some preliminary results for pro-

ducing a differentially private synthetic trajectory dataset using our algorithm. We compare our

proposed method against AdaTrace1 [34] as the baseline, run with the default settings. We use

the Geolife dataset [2] in these experiments. Moreover, we restrict to trajectories that only contain

1https://github.com/git-disl/AdaTrace

106



Algorithm 21 Overall algorithm: synthetic trajectory generation

1: Input: Trajectory dataset f : X ∗ → N, a hierarchical decomposition T of X , the privacy
budget parameters ε1, ε2, ε3, the sensitivity distribution α, and the threshold count θ.

2: Output: g : X ∗ → N, a synthetic dataset of trajectories in X .

3: // Discretization.
4: Get S,Σ from Algorithm 16 with input f, T, ε1, θ.
5: Extend f to F : Σ∗ → N using Equation (5.3).

6: // Adjacency graph.
7: Set E ⊆ Σ× Σ with (σ, σ′) ∈ E if σ′ is adjacent to σ as per Definition 5.3.1.
8: Set w : E → [0, 1] calculated as per Equation (5.6).
9: Set G ← (Σ, E, w).

10: Get Σ from Algorithm 16 with input f, T, ε1, θ.

11: // Transition probabilities.
12: Get estimated probability of transitions, ŵ, from Algorithm 17 with input F,G, ε2, α.
13: Set Ĝ ← (Σ, E, ŵ).

14: // Start and end state pairs.
15: Get P , a set of start and end states for trajectories to generate, from Algorithm 19 with input

Σ, F, S, ε3, θ.

16: // Sampling.

17: Get synthetic dataset g : X ∗ → N from Algorithm 20 with input Σ, Ĝ, P .

points with latitude and longitude in the range (116.15, 116.60) and (39.75, 40.10) respectively. This

results in a dataset with 15, 583 trajectories and a total of 13, 151, 175 points. Let ε be the overall

privacy budget. Then, we split the budget as ε1 = 0.3ε, ε2 = 0.4ε, and ε3 = 0.3ε.

Next, we discuss the various hyper-parameters involved. For discretization, we use Algorithm 16

with β = 2 as the fanout (the maximum number of children of any node) and θ = 0 as the count

threshold. These choice of β and θ are inspired by the experiments in Section 3.6.8 of Chapter 3.

We use both uniform and exponential decay, as presented in Equation (5.10), for the sensitivity

distribution α in Algorithm 17.

Similar to experiments in Section 3.6.3 of Chapter 3, the experiments were performed on a personal

device with 8 cores of 3.60GHz 11th Generation Intel Core i7 processor and 32 GB RAM. Moreover,

since the dataset is based on taxi locations in the city of Beijing, we use the road network of Beijing

as our underlying space X . We implement all algorithms in Python and to use the road network as

geometry we rely on the spatial computing libraries GeoPandas [43], Shapely [31], NetworkX [35],
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and OSMnx [9]. These libraries help us efficiently perform discretization from X to Σ and its

inverse after sampling trajectories.

5.6.2. Metrics. In this section, we present the metrics used to demonstrate the proposed

method’s utility empirically. Our metrics are similar to what has been used in previous works

[34, 37, 70]. For some of the metrics to be meaningful and tractable, we need to discretize the

space X . In most of the previous works such as [33,34,37] a uniform grid of size 6× 6 is used for

discretization when measuring the metrics. We would like to underscore that it is a very coarse

grid and the results on this grid are likely not representative of real-world utility. For example, the

area of the urban Beijing city, as per [72] is roughly 6400 sq mi and a uniform grid with 36 cells

implies that each cell has an area of 180 sq mi. For comparison, Denver city has an area of about

155 sq mi [73]. [70] have used a finer grid of size 20× 20, that is 400 cells. In our metrics we use

an even finer grid of size 40× 40, that is 1600 cells which results in each cell capturing a small area

of about 4 sq mi.

In the description of the metrics, we use f : X ∗ → N and g : X ∗ → N as the true and synthetic

trajectory datasets respectively. Σ represents a partition of X created using a uniform grid with

1600 cells. Using Eqution (5.3), we transform f and g to F : Σ∗ → N and G : Σ∗ → N respectively

such that they are the trajectories in Σ. With these notations, we now discuss the metrics.

5.6.2.1. Start and end pair distribution. This metric measures the error in the distribution

of start and end pair locations of the discretized trajectories. Following the notations used in

Section 5.3.6, let Cse and Ĉse be the functions that represent the number of trajectories starting

and ending at a pair of cells in Σ. We calculate them using Equation (5.7).

The first metric we use is the average relative error (ARE) in the value of the function Ĉse as

compared to Cse. We represent this metric as SE ARE and define it in Equation (5.11). Here,

the notation supp(Cse) ⊂ Σ2 is represents the support of the function Cse, that is, supp(Cse) ={
(σ, σ′) ∈ Σ2 | Cse(σ, σ

′) > 0
}
. Similarly supp(Ĉse) can be defined. Thus, SE ARE calculates the

error only over the pair of cells for which either the true or the synthetic trajectories have at least

one entry. We use α = 1 in our calculations.
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(5.11)

SE ARE :=
1∣∣∣∣(supp(Cse) ∪ supp(Ĉse)

)∣∣∣∣
∑

(σ,σ′)∈
(
supp(Cse)∪supp(Ĉse)

)

∣∣∣Cse(σ, σ

′)− Ĉse(σ, σ
′)
∣∣∣

max
{
Cse(σ, σ′), α

}
 .

The second metric we use is the Jensen-Shanon metric 2 which is the square root of the Jensen-

Shanon divergence [53] on given probability distributions. We represent this as a function JSD

in this section. Note that we assume that JSD will normalize the distributions if needed and also

ensure that the support for the two distributions is the same. Finally, we calculate our metric

SE JSD as the value of JSD on the two empirical distributions given by Cse and Ĉse, and define

it in Equation (5.12) below

(5.12) SE JSD := JSD
(
Cse, Ĉse

)
.

5.6.2.2. Frequent patterns. This metric measures the error in the occurrence of frequent patterns

in the discretized trajectories. We only measure this error for the top-k patterns in the true dataset

that have lengths between 2 and l. Similar to [70], in our experiments, we use k = 200 and l = 5.

Following the notations used in Section 5.3.3, let Csubtrajectories(σ, F ) represent the total number

of occurrences of σ as a subtrajectory of trajectories in F , as defined in Equation (5.5).

We first, find the set of k patterns (subtrajectories) of length between 2 and l with the most

occurrence in F . Let Σ∗
k,l denote this set, and we define it as,

(5.13) Σ∗
k,l := argmax

Q⊆(Σ2∪···∪Σl) ,|Q|=k

∑
σ∈Q
Csubtrajectories(σ, F )

 .

Then, similar to SE ARE and SE JSD, we define FP ARE and FP JSD respectively, but

restricted to Σ∗
k,l. We define them formally as,

(5.14) FP ARE :=
1∣∣∣Σ∗
k,l

∣∣∣
∑

σ∈Σ∗
k,l


∣∣∣Csubtrajectories(σ, F )− Ĉsubtrajectories(σ, G)

∣∣∣
Csubtrajectories(σ, F )

 ,

2https://docs.scipy.org/doc/scipy/reference/generated/scipy.spatial.distance.jensenshannon.html

109



Table 5.1. Comparing various metrics between the proposed method and Ada-
Trace [34] for synthetic trajectories generation.

ε Method Sensitivity distribution SE ARE SE JSD FP ARE FP JSD QE

1.0 AdaTrace - 1.12 0.8 1.0 0.73 0.19

1.0 Proposed Exponential 1.18 0.63 0.96 0.39 0.23

1.0 Proposed Uniform 1.19 0.64 0.98 0.26 0.27

2.0 AdaTrace - 1.17 0.8 1.0 0.73 0.18

2.0 Proposed Exponential 1.14 0.6 0.97 0.32 0.21

2.0 Proposed Uniform 1.17 0.6 0.96 0.27 0.26

and,

(5.15) FP JSD := JSD

((
Csubtrajectories(σ, F )

)
σ∈Σ∗

k,l
,
(
Ĉsubtrajectories(σ, G)

)
σ∈Σ∗

k,l

)
.

5.6.2.3. Trajectory density. Our third metric compares the number of trajectories passing through

a subset of the space X in the true vs synthetic dataset. We measure this metric using queries,

which are functions represented as subsets of X such that for any query q we define,

(5.16) q(f) :=
∑
x∈X ∗

f(x) · 1|x∩q|>0.

Then, for a given set of queries Q and a constant α > 0, we measure our metric Query error (QE)

as,

(5.17) QE :=
1

|Q|
∑
q∈Q

( ∣∣q(f)− q(g)
∣∣

max
{
q(f), α

}) .

Note that this metric does not require the space to be discretized. However, the query set is

important and has a role similar to the discretization grid such that if we want to measure this

metric in high resolution, we need queries with a small area. Indeed, in our experiments, we use

500 randomly generated rectangular queries, each with an area in the range 0.01 to 0.1 percent of

the area of X . We use α as 0.1 percent of |f |. This setting is inspired from [79].

5.6.3. Results. We present the results of our experiments in Table 5.1. Our experiments

suggest that the proposed method outperforms AdaTrace on metrics related to start-end pair
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distribution and frequent patterns. We do not see a better performance in terms of the query error,

which needs to be investigated further. The results also suggest that the sensitivity distribution with

exponential decay is typically better than the uniform distribution. However, in these experiments

we have not extensively explored various parameters in our proposed method such as privacy budget

distribution among steps and the max allowed depth of the hierarchical decomposition. Further

experimentation will help to conclude the utility of the proposed method compared to existing

works.
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CHAPTER 6

Conclusion and Future Work

In this dissertation, we focused on the problem of generating synthetic datasets under the privacy

guarantees of differential privacy. In particular, we looked at datasets that have been generated

over time. We presented methods for spatial and tabular streaming release of synthetic data as

well as for generating one-time trajectory datasets. In this section, we briefly summarize these

contributions and discuss the open problems.

6.1. Summary

In Chapters 3 and 4 we consider streams with only a few points being contributed by a user. In

Chapter 3 we presented a method for differentially private and streaming synthetic data generation

for spatial (and other low-dimensional) spaces. We complement the work with empirical results

and demonstrate the utility of our method on real-world and simulated datasets.

In Chapter 4 we build on the techniques discussed in Chapter 3 together with existing methods

for offline generation of tabular data to provide a method for differentially private and streaming

synthetic data generation for high-dimensional tabular datasets. We present a baseline method

together with its proof of accuracy and compare our proposed method with this baseline via ex-

periments.

In Chapter 5 we look at datasets where the user may contribute a large number of points. To reduce

the complexity of the problem we limit to generating trajectories, for a one-time release and over

low-dimensional data space. We identify that many existing methods consider a very coarse grid for

discretization of the trajectories which is a key component of the method. We further illustrate the

problems associated with using a high-resolution discretization and address these problems in our

proposed method. We demonstrate the utility of our method with some preliminary experiments.
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6.2. Open directions

In this dissertation, we restricted our attention to streams where a user may contribute only a

few points throughout time. Hence, we did not explicitly model the correlation between various

points a user may contribute over time. The problem of generating a privacy-preserving stream of

high-dimensional synthetic data without restricting the number of contributions a user can make

remains open.

A simpler problem is to generate one-time synthetic trajectories in a high-dimensional space. We

believe that this problem has also not been explored in existing works. For example, a key step

in many existing works (and our proposed method) is discretization which would not scale to

high-dimensional trajectory datasets.
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